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Abstract: Multicast techniques are the only way to provide simultaneously ows of information
from one source to several destinations. The intention of this paper is to study and to evaluate
di�erent multicast techniques using for this, a video coder based on an adaptive video compres-
sion algorithm with subband coding, over a best e�ort network service like ATM with Available
Bit Rate (ABR) service. This video transmission can adapt faster and easily to the changing
network conditions. In this way, we present an evaluation process over a determined network
con�guration and after that, by simulation we discuss and propose for this video transmission
a trade-o� between these multicast techniques, in order to obtain as much as possible the best
perceptual video quality.
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1 Introduction

Di�erent multicast techniques and di�erent net-

work technologies are being analyzed to determine

which one o�ers better performance for multime-

dia tra�c. This study is more relevant when the

network o�ers best e�ort services because in this

scenario it is more restrictive to maintain a cer-

tain Quality of Service (QoS) using the available

network resources. We focuses the study in ATM

with Available Bit Rate (ABR) service.

The ABR class of service was initially conceived

to support data tra�c. Its service model is based

on the best-e�ort paradigm but enhanced by some

speci�c characteristics: fair sharing of the avail-

able resources among the contending ABR connec-

tions and a closed-loop feedback mechanism with

Resource Management Cells (RM) with each des-

tination. Nevertheless in a multicast tree, when

di�erent connections over the same source are run-

ning simultaneously, this closed-loop feedback with

each destination becomes in a problem, because

each destination is providing di�erent information

to the source. Then, the switches within the mul-

ticast connection (or multicast tree) have to man-

age di�erent RM cells to the same source, what is

called a multicast congestion control.

The intention of this paper is to evaluate di�er-

ent multicast techniques for ATM-ABR, using for

this a subband based video coder, and �nally af-

ter that to propose a suitable multicast technique

for this kind of information. The rest of the paper

is structured as follows: in section 2 is explained

the network con�guration for the evaluation pro-

cess of these multicast algorithms; section 3 gives

an explanation for the operation of the adaptive

video coder based on subband coding; in section

4 di�erent multicast algorithms over ATM-ABR

are evaluated, trying to compare them; after that

in section 5, we propose a new one algorithm and



in section 6 we evaluate the performance of the

proposed technique, providing some numerical re-

sults. Finally, section 7 presents the conclusions

and ideas for future work.

2 De�nition of a network con�g-

uration for the evaluation pro-

cess
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Figure 1: Network con�guration

This section explains the basis over which is in-

tended to carry out the evaluation of the di�erent

multicast techniques. It is necessary to use a net-

work con�guration which let us stress the video

sequence. The network con�guration used in the

experiment, can be observed in �gure 1 and it has 4

switches, which are multicast capable. The source

A is a multicast one and source B is an unicast

one working as a greedy source1. The multicast

connection ( or multicast tree) has three leaves,

one in the second (A1), third (A2) and fourth

(A3) switch (from left to right). The links L1 and

L3 switches are 50 Km long and the link L2 is

100 Km long. The access link is 0.2 Km long.

The propagation delay is 5 �sec/Km. The ABR

sources are explained in [1], and using its notation,

the ABR source parameters used are: PCR(Peak

Cell Rate)= 23.85 cells/msec, MCR(Minimum Cell

Rate)= 0.8516 cells/msec and ICR(Initial Cell

Rate)=2.24 cells/msec. More details are given at

the bottom of this page2.

The links have 10 Mbps of bandwidth, unless

di�erent changes of the bandwidth required in link

1Greedy sources use as much bandwidth as it available

for them
2The rest of parameters used for these ABR sources

are: Trm=10 mseg, ADTF=10000 msec, RIF=0.0625,

TCR=0.8516 cells/msec, CDF=0, RDF=0.0625, Mrm=2

cells, Nrm=32 cells, TBE=0, Crm=1000 cells, FRTT=0

L2. Because the intention of this paper is just

to evaluate di�erent multicast congestion control,

then we compare the ACR (Allowed Cell Rate)of

the sources when di�erent changes of the band-

width are introduced in the con�guration. These

changes of bandwidth are in link L2 from 10 to 3

Mbps at 150 msec and �nally from 3 to 10 Mbps

at 300 msec.

3 Adaptive video compression

algorithm and subband cod-

ing

Over best e�ort network services, video-based ap-

plications that are rate adaptive can obtain sub-

stantial bene�ts as can be seen in [2]. In ABR

connections, these bene�ts can be summarized in

the following three aspects. First, these applica-

tions typically require some guarantee on band-

width, for example a minimum encoding rate for

a video stream, but can take advantage of spare

bandwidth. This can be supported by an ABR

connection, using a Minimum Cell Rate (MCR) at

connection set up. Second, when explicit rate feed-

back is used and the ABR connections support-

ing these applications are multiplexed on a dedi-

cated queue at the switches, the cell transfer delay

is more predictable because the congestion control

mechanism keeps the queues almost empty. And

third, the feedback mechanism keeps each source

informed of the available bandwidth it has at their

disposal.

A video compression algorithm is based on three

steps: a decomposition process, a quantization pro-

cess and �nally a entropy coding process. But

if adaptive performance is required, each process

requires a suitable design. Adaptability means

multiresolution, and multiresolution can be imple-

mented using a subband decomposition or subband

coding. A subband decomposition is a process

where the information is decomposed in subbands

at di�erent levels of resolution; for a video signal

can be decomposed in a 3D domain, see reference

[3].

Each subband has di�erent resolution level of the

original video and if we add all subbands in a re-

verse decomposition process, we obtain the original

video. Obviously, depending on the video informa-



tion of each subband, not all subband have same

importance from the human visual system (HVS)

point of view, because human has di�erent percep-

tual responses to these subbands. This perceptual

priority will determine the order in which subband

are going to be transmitted.

3.1 Operation of the video coder
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Figure 2: Subband generation using 3D Wavelet

Transform with two resolution levels. Di�erent

frames are processed every 40 ms

In a system with two resolution levels as explained

in [2], using a video sequence of 25 frame
sec

, then a set

of 4 frames (4x40=160 ms) are needed to perform

a complete 3D subband decomposition. This rep-

resents a trade o� between the decorrelation ratio

and the number of frames that need to be stored

at the coder. The process can be observed in �gure

2.

For example, let assume that our system is going

to perform the decomposition of 4 frames, that we

label as frames 1, 2, 3 and 4. The system uses the

pair of frames 1-2 and the pair 3-4 to obtain the

�rst resolution level. This process generates 8 sub-

bands from each pair of frames, but because we use

the pair of subbands with lowest resolution (fewer

frame details) from the original pair of frames (1-2

and 3-4) to generate the second resolution level,

then only 7 subbands remain at �rst resolution

level. By this process we obtain 8 additional sub-

bands from second resolution level. Therefore, at

the end of the decomposition process we obtain

7+7+8 subbands. A full explanation of this sub-

band based video coder can be found in [2].

Once each subband is available, the coder creates

an information unit per subband, which contains

the necessary information to reconstruct each in-

dividual subband. The information unit is called

Packet Data Unit (PDU). The order in which the

di�erent PDUs are transferred, will de�ne their pri-

ority. This order is determined by their perceptual

weight as said below.

4 Overview of di�erent multi-

cast techniques

In this section we are going to describe the �ve mul-

ticast algorithms published in ATM Forum, which

will be used for a multicast video transmission

with the video coder of section 3. Our purpose

is to compare these algorithms by the ACR of the

sources and how distribute the available bandwidth

between the di�erent sources at the switches. In

order to evaluate these parameters, we select the

con�guration of �gure 1 because it tests these al-

gorithms, using di�erent changes of bandwidth at

their links.

The multicast algorithms we can �nd in the lit-

erature like [4], are:

� Fast Indication (FI): this algorithm pro-

poses that the source transmits at the min-

imum available bandwidth of all branches of

the multicast connection. When a FRM (For-

ward RM) cell is received, the switch changes

it to a BRM (Backward RM) cell and �lls the

ER (Explicit Rate), NI (No Increase ACR at

source) and CI (Congestion Indication) �elds

with two classes of information: external in-

formation, which arrives to the switch by

the BRM cells and internal information, like

queue length and Fair Share calculated in the

switch. The minimun between the ER calcu-

lated both with the internal information and

with the external information, is written in

the BRM cell which is sent. This algorithm

has a very fast response but a big consolida-

tion noise (uctuations).

� Wait For All (WFA): this algorithm elimi-

nates the consolidation noise, because it wait

one BRM cell for each branch of the multicast

connection to send a BRM cell to the source.

Now, the information is more reliable, because

we wait information of the entire connection

to give feedback to the source. But we have

to wait a period of time (called consolidation

time) to feedback. Then, this algorithm has

a slow response, because we have to wait the

BRM cell from the farthest leaf of the mul-

ticast connection to send a BRM cell to the

source



� Fast Overload Indication (FOI): it re-

moves the consolidation time of the WFA al-

gorithm during the overload period. On the

one hand, if there is overload, the switch send

a BRM cell with the information it has, like

the FI algorithm. On the other hand, during

the steady state the switch works as the WFA

algorithm. This algorithm has a problem: the

BRM/FRM ratio is greater than one3. How-

ever, this algorithm has a faster response than

the WFA algorithm and it has less consolida-

tion noise than the FI algorithm

� RM Ratio Control (RMRC): in the FOI

algorithm the BRM/FRM ratio is larger than

one. To avoid this situation, the RMRC algo-

rithm proposes to control this ratio. During

the overload, BRM cells are sent like in the FI

algorithm, nevertheless during the steady pe-

riod we do not send BRM cells like in the WFA

algorithm, but we recover the excess of BRM

cells sent in the overload period. This mech-

anism does not guarantee a BRM/FRM ratio

equal to one, but it guarantees a BRM/FRM

ratio lower than FOI algorithm

� Memory Enhanced (ME): it is not exactly

an algorithm, but a new mechanism to im-

prove the multicast algorithms in order to re-

duce the consolidation noise. With the ME

mechanism, the switch has information of each

branch in the multicast connection, not only

for the whole connection. This mechanism

avoid uctuations around the operating point,

because we have more information about the

state of each branch of the multicast connec-

tion

The above algorithms are mechanisms which de-

cide when a BRM cell has to be sent to the source.

Nevertheless a unicast algorithm is also necessary

to calculate the portion of the available bandwidth

for each connection (ER). In this case, the unicast

algorithms are CAPAC [5] and ERICA [6]. In sum-

mary, the unicast algorithm calculate ER written

in the BRM cells, but these cells are decided to be

sent by the multicast algorithm.

The simulations results can be seen in the fol-

lowing �gures. Notice that multicast source A is

3The desirable BRM/FRM ratio is 1 [4]

stressed by link L2 and then, the unicast source B

uses the excess of bandwidth. In �gure 3 are shown

the ACR of the sources, with important oscillations

at 150 and 300 msec (with bandwidth changes, see

section 2). It is remarkable, this algorithm has a

fast response as can be observed by the slope of the

ACR at these times. The unicast algorithm used

in these simulations is CAPAC.
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Figure 3: ACR of source A (continuous line) and

source B (discontuous line) with Fast Indication

algorithm using CAPAC
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Figure 4: ACR of source A (continuous line) and

source B (discontuous line) with Wait For All al-

gorithm using CAPAC

By comparison, we simulated the WFA algo-

rithm, and the results can be seen in �gure 4. The

oscilations are smaller than in the FI algorithm,

but the response to these changes is slower. Fi-

nally, using FI algorithm as a multicast algorithm

with the ERICA as the unicast algorithm, it has a

faster response, with grater slope than in �gure 3,

as can be seen in �gure 5. Notice that oscillations

are not relevant for the video coder, because its

time scale is greater than these oscillations. These

oscillations are produced by the multicast connec-

tion.

In conclusion, we have to say that these multi-
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Figure 5: ACR of source A (continuous line) and

source B (discontuous line) with Fast Indication

algorithm using ERICA

cast algorithms have been designed for data tra�c,

because they need to adapt the worst situation, the

bottleneck of the multicast connection, transmit-

ting at the minimum bandwidth. Because video

application are rate adaptive and a multiresolu-

tion process can be used as explained in section

3, a better choice than a minimum criteria is the

proposal presented in next section, trying to take a

trade-o� between minimum and maximum values

of ER.

5 Proposed multicast algorithm

Previous multicast algorithms try to �t the bottle-

neck in the multicast connection. Nevertheless op-

erating in this way, we force the rest of destinations

to work at the worst video quality determined by

this bottleneck. Maybe a maximum value should

be unrealistic and as always, a trade-o� between

min. and max. is the best option to assign the

available bandwidth to the video source.

It is interesting to determine this value through

a probability distribution function of the explicit

rates, given by each leaf in the multicast connec-

tion, independently of the distance between source

and each destination. This should be a com-

plex task to implement but necessary, however the

switch has to do that in an easy way. A valid ap-

proximation is presented in this paper.

Our proposed multicast algorithm, called Trade-

O� in a Fair Share (TOFS) is based on the number

of hops from each destination to the switch. The

usage of the number of hops in the RM cells, sup-

pose to declare a new �eld, but there is no problem

because RM cell data are always nearly empty.

When a determined switch within a multicast

connection receives several BRM cells, for each

branch, it calculates the FS (Fair Share) by the

minimum value between MER (Medium Explicit

Rate, containing external information) and the FS

given by the unicast algorithm (internal informa-

tion), like the FI algorithm. The calculated FS is

the value which corresponds to the FS available for

each branch, but each branch has connected a dif-

ferent number of destinations. For instance, it can

has either one destination or another switch, which

will connect to more destinations. To take into ac-

count the number of destinations, we compute the

number of hops (nhops) associated to each branch,

weighing up each FS with this values.

About the discussion of an unicast algorithm to

calculate the FS, we can observed in the �gures 3,

4 and 5 that the better response is given by the

FI algorithm with the CAPAC congestion control.

Nevertheless, because the ERICA algorithm is well

known and more oftenly used, we will choose the

ERICA for the unicast algorithm in the TOFS al-

gorithm.

Next expressions resume the proposed TOFS

multicast algorithm

TOFS =
X

i

FSi
nhopsi

nhopstotal
(1)

where FSi = min(MER;FSi) and nhopstotal =P
i nhopsi.

Because the subband video coder is adaptive,

it easily achieves a suitable working compression

point with a properly bit allocation, where the per-

ceptual distortion is improved.

The proposed multicast algorithm is based on

FI algorithm, but with the ER given by the TOFS

algorithm and calculating the number of hops asso-

ciated to each switch as nhops = nhopstotal
i

, being i

the number of branches of that switch . These few

modi�cations let us introduce a more realistic sce-

nario, where the video source can take pro�t and

adjust to a number of di�erent destination, not

only the worst case or bottleneck. Also, because

this algorithm is a modi�cation of FI, it keeps its

properties, like BRM/FRM ratio nearly to one.



6 Results and discussion

First of all it is important to notice that the oper-

ation of the explained algorithm matches the ER-

ICA behavior, as it should be expected, when there

is one leaf at the multicast tree. On the other hand,

as it had been said, the video source does not op-

erate at the ACR given by the bottleneck but a

tradeo� within the overall multicast tree.

In �gure 6 is shown the ACR of di�erent sources

to evaluate and to compare the behavior of TOFS

algorithm against the previous multicast algo-

rithms. The multicast source gets more bandwidth

than in previous multicast algorithms.
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Figure 6: ACR of source A and source B with

TOFS algorithm

A more exhaustive evaluation with several video

sequences and a new methodology to get more re-

liable measures in a subband video coder can be

found in [7].

7 Conclusions and future work

As conclusion, meanwhile ABR services over ATM

have been designed for data tra�c, a number

of studies show that video transmission can take

pro�t of these best e�ort services, even in a mul-

ticast connection. Furthermore, we have shown

that for adaptive video transmissions, in this case

based on subband coding, working at the band-

width given by the bottleneck of the multicast con-

nection is not the best choice and then an interme-

diate solution is better. The proposed solution in

this paper is called TOFS algorithm. Further stud-

ies, will be carried out using CAPAC as unicast

algorithm.

As future work, the same could be done for IP

networks, because multicast techniques although

di�er from ATM and IP technology, they show

certain similarities. Over IP, we have a similar

mechanisms to RM cells using Real Time Proto-

col and Real Time Control Protocol (RFC1889

and RFC1990), but in this case, we should

need to study the QoS using Di�erentiated ser-

vices(DS)(RFC2475).
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