Identification of typical trading days in the Athens Stock Exchange using intraday data.
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Abstract: Here, we present a methodology for the identification of typical trading days using intraday data from the Athens Stock Exchange (ASE) general index. Each trading day is represented with linear segments that connect the series value at five discrete instances throughout the day.  The developed methodology is based on the application of the k-means clustering algorithm to identify days with common characteristics. The optimum number of clusters is detected with the aid of a modified compactness and separation criterion. The analysis revealed 4 types of trading days. The transitional probabilities between successive days were estimated. Finally, there was a comparative study between several classification algorithms to predict a future day type.
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1 Introduction

This study presents a methodology for the identification of typical trading days, based on intraday data. The objective of this approach is to derive a number of typical curves that define a trading day and further understand the dynamics of the process. This analysis could also be used for checking the validity of the Efficient Market Hypothesis (EMH), as well as the Trading Mechanism Hypothesis, the Price Formation Hypothesis or forecasting [1]. 

Markellos and Siriopoulos [2] report in their study of high-frequnecy data of the Athens Stock Exchange, that the trading mechanism has an impact both on price clustering and on volatility estimate variations due to sampling using opening and closing prices. In a related work using the same data set, Markellos et. al. [3] uncovered a rich variety of time-of-day regularities in the first four moments of the distributions at returns, the tail behaviour, and the dynamics of the market. In contrast to other studies they find no conclusive evidence of long memory in either the mean or variance process. Sfetsos and Pavlidou [4] investigated the predictability of the ASE at different averaging intervals, and showed that is possible to develop forecasting models that beat the trivial random walk by more than 30%.

In a more recent work Alexakis and Niarchos [5] examine for possible intraday patterns in the ASE. They test the EMH by investigating statistically if there are intraday trading patterns in the ASE, the predictive power of which could yield significant profits to an investor who buys and sells securities accordingly. In another study, Alexander and Giblin [6] developed an algorithm into a more sophisticated ‘pattern recognition’ technique for short-term forecasting, and search for evidence of chaos in high frequency stock market data. The two above studies make use of Technical Analysis Rules which are found profitable over a buy-and-hold strategy. 
There are also a number of studies using intraday data from the NYSE that contradict EMH. Harris [7], using data for 287 trading days and a portfolio of over 1600 equally weighted stocks, reported significant positive returns both, during the opening 45 minutes (except Mondays) and during the last 15 minutes of the trading day. Jain and Joh, [8], also found that common stock returns differ across trading hours of the day. On average, the largest stock returns occur during the first (except Mondays) and the last trading hours. On the other hand, the lowest return is earned in the fifth hour of the day.

The developed methodology is centred on the use of a clustering algorithm as a means of identifying trading days that exhibit similar behaviour. The k-means clustering algorithm is selected because of its simplicity and speed. The vague part of these algorithms is the lack of information about the exact number of clusters that exists. This has been dealt with the use of a modified compactness and separation criterion (CSC). Once the cluster centres have been determined, the trading days are assigned to the nearest centre. This gives information about frequency distribution of the typical trading days and an estimate of the transitional probabilities between successive days.

The final part of the study involves the application classification algorithms in an attempt to predict the typical trading curve of the next day. The applied models include simple, linear and quadratic classifiers, Support Vector Machines (SVM), various types of Neural Networks and classification trees (CT). The data set was split into a training part that is used to fine-tune the parameters of the classifier model and a test set to examine their performance. 

2 Series Description

The data are tick values of the ASE General Index values recorded every minute during a period of more than 3 months (73 days). Each day consists of 166 observations resulting at a total of 12118. At the period of study in ASE the basic trading unit was 0.01 drachmas. Due to the lack of market makers there are not bid/ask prices, so the analysis is conducted in exchange prices. Trading hours at the period of study were between 10:45-13:30, with a 30 pre-opening period.

Markellos et al. [2] in his analysis of the same data set concludes that the variability of opening prices in greater than the variability of closing prices by approximately 15%. This can be explained either from the utilized trading mechanism or the price formation procedure [1] and means that opening prices contain more noise, and therefore are not useful for forecasting. Therefore, values related to the transition between successive days (called daily change, DC) were considered as an independent variable, estimated as: 
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The utilised information of each trading day is the values at five instances, opening – 11:00 – 12:00 – 13:00 and closing. Therefore, each day is represented with four linear segments and a 73(4 matrix is constructed, (2), that shows the percentage change between as
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Figure 1 presents an example of the previously described linear approximation for four different trading days. It can be seen than although it is a very rough approximation and many small-scale features are not taken into consideration, the main characteristics of the day are accounted for. 
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Figure 1. Four trading days and their linear segmentation
3 Identification of typical trading days
The developed methodology is centred on the use of a clustering algorithm as a means of identifying trading days that exhibit similar behaviour. For the purposes of this study, the k-means algorithm was selected [9]. The cluster centres are found from the minimisation of an objective function that describes the distance between a point and the nearest cluster centre:
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Here mi are the coordinates of the cluster Ci, and d is the Euclidean distance between the point x and mi. The process starts by selecting a number of clusters c and a random selection of the cluster centres. Then an iterative process is performed that assigns all points to the cluster with the nearest centre, and re-estimates the centres. This process is repeated until the centres stop changing. 

The most difficult issue in such studies is the selection of the number of clusters that gives meaningful results. In this study a modified compactness and separation criterion (CSC) is applied as proposed by Kim et al [10]. Two indices that show an estimate of under-partition and over-partition of the data set are used:
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MDi is the mean intra-cluster distance of the i-th cluster. Here, dmin is the minimum distance between cluster centres, which is a measure of intra-cluster separation. The optimum number is found from the minimisation of a combinatory expression of these two.

The PC matrix, (eq. 2), was used as input to the clustering algorithm. The application of the CSC indicated that the optimum number of clusters for this case is four. The estimated cluster centres that also define the characteristics of a typical trading day (TTD) are shown in Table I. 

Table I. Typical Trading Day characteristics

	
	PC

(OP-11)
	PC

(11-12)
	PC

(12-13)
	PC

(13-CL)

	TTD1
	0.6549
	-0.2383
	0.3407
	0.2279

	TTD2
	-0.5763
	0.5179
	0.5813
	-0.5738

	TTD3
	-0.3635
	0.1723
	-0.5496
	0.2899

	TTD4
	-0.3273
	-1.0843
	-0.0382
	-0.6125


TTD1 exhibits an uprising trend, with the exception of the second interval. The increase is stronger in the opening stages of the trading. TTD2 has decreasing characteristics in the opening and closing intervals and a nearly constant increase in the mid part of the day. Overall, the day has a closing value slightly less than the opening. TTD3 is a succession of decreasing and increasing trends, with the former being stronger. Finally, TTD4 presents constantly decreasing values, of which the second interval is more sever and the third almost constant. Figure 2 presents a diagram of the intraday price movement for these typical trading days, taking unity as a staring value. 
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Figure 2. Representation of TTD
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Figure 3. Percentage occurrence of TTD

Fig. 3 demonstrates the percentage occurrence of the four TTD in the examined data set. The majority of the days (~34%) are classified as day type 1, followed by day type 4 (~27%). TTD3 contains approximately 22% of the days and last is TTD4 with approximately 16%. 

Table II. Transitional probabilities of successive TTD

	Current Day
	Future Day

	
	
	TTD1
	TTD2
	TTD3
	TTD4

	
	TTD1
	28.00
	12.00
	28.00
	32.00

	
	TTD2
	9.09
	9.09
	36.36
	45.45

	
	TTD3
	56.25
	12.50
	25.00
	6.25

	
	TTD4
	40.00
	30.00
	5.00
	25.00


Table II presents the transitional probabilities that a day of type i is followed by a day of type j, that were observed in the examined data set. 
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It can be observed that TTD does not exhibit persistent characteristics, as the diagonal numbers of the matrix are not those with the highest value in each row. Days of type 1 and 2 are mostly followed by days of the 4th type, whereas days of type 3 and 4 are followed by days of the first type. This indicates that days that exhibit an increase or remain fairly constant tend to be followed by dates with decreasing characteristics and vice versa.  

4 Typical day predictions with classification algorithm
This section presents the application of several classification algorithms for the prediction of the next day type. From the initial 73 data values, the first 60 were kept to develop the classifiers (train set), which refer to the estimation of the optimum values for their parameters. The last 13 values were used for prediction purposes (test set).

The target values of the training stage were the TTD value, with an integer index between 1 and 4 in the order shown in Table I. Several input combinations were tested and the one, which yielded the best results, is 
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Here, PC is the percentage change matrix of the previous day, DC refers to the current day, and TTD is the previous day’s type in integer format. 

The performance of the developed classifiers is measured as a percentage that is able to correctly estimate TTD values. Under the EMH the performance of the classifiers should not exceed 25%, under the assumption that all TTD have the same probability of occurring in the future. 

A brief description of the utilised classifiers is presented below. The reader should consult the suggested references for further information:

· Linear discrimination classifier (LDC) consists of searching, some linear combinations of selected variables, which provide the best separation between the considered classes [11]. 
· Fisher’s algorithm (FIS), projects high-dimensional data onto a line and performs classification in this one-dimensional space. The projection maximizes the distance between the means of the two classes while minimizing the variance within each class [11-12]. 

· The k nearest neighbour (KNN) is classifying data based on the majority class of the k nearest neighbours. The value of k optimised for this example is k=3 [11-14]. 
· Parzen Window classifier (PW) is a technique for nonparametric density estimation, which can also be used for classification. Using a given kernel function, the technique approximates a given training set distribution via a linear combination of kernels centred on the observed points [11-14]. 
· Multi-Layer Perceptron (MLP) are the most widely used neural networks that present a mapping between the input and out space, based on the iterative minimization of a mean squared error [14-16]. 

· Learning Vector Quantization (LVQ) is a method for training competitive layers in a supervised manner. A competitive layer automatically learns to classify input vectors. The classes that the competitive layer finds are dependent only on the distance between input vectors [14-16].

· Probabilistic neural network  (PNN) are two layers ANN used for classification problems. The first layer computes the distances from presented input to the training inputs and return a vector indicative of their distance. The second layer sums these contributions for each class of inputs to produce as its net output a vector of probabilities [14-16].
· Classification Trees (CT) are hierarchical systems were decisions are made at each non-terminal node of the tree based upon the value of one of many possible attributes or features [17-18]. The leaves, or terminal nodes, of the tree represent the various classes to be recognized.
· Support Vector Machine (SVM) are a method for creating functions from a set of labeled training data. For classification, SVMs operate by finding a hypersurface in the space of possible inputs. This hypersurface will attempt to split the positive examples from the negative examples. The split will be chosen to have the largest distance from the hypersurface to the nearest of the positive and negative examples [19-20]. 
The results (Table III) indicate that we cannot accept the EMH as all of the examined classifiers demonstrate performance in excess of 25%. Even for the unknown test set, the worst performing classifier (PNN) is able to predict approximately 30% of the cases correctly.

Table III. Classifier Performance

	Classifier
	Train_Set
	Test_Set

	LDC
	41.37
	38.46

	FIS
	43.10
	46.15

	KNN
	100
	46.15

	PW
	58.62
	61.53

	MLP
	82.75
	38.46

	LVQ
	77.58
	61.53

	PNN
	34.48
	30.76

	CT
	89.65
	53.84

	SVM
	91.37
	46.15


The worse classification results were obtained from the PNN, for both train and test sets.  On the train set the nearest neighbour approach is the only one that is able to correctly assign all cases to their correct class. Its performance is closely followed by that of the Support Vector Machine and the Classification Tree. On the test set the best results are found from the Parzen Window and the Learning Vector Quantization, in excess of 60%. 

5 Conclusions

This work focused on the development of a methodology for the identification of typical trading days. These are found from groups of days that exhibit similar behaviour.  The developed methodology indicated the presence of four TTD. The analysis of the transitional probabilities between successive typical trading days did not show evidence of persistence. 

Several classification algorithms were developed and tested on their ability to predict the future class of the typical trading day. The optimum performance on the test set was equally found from the Parzen Window and the LVQ neural network.

Future work in the area could include the use of the developed approach at different time scales and examine whether similar patterns occur. Also, the coupling of the proposed methodology to technical analysis would be interesting.
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