New technologies for broadcast quality video transmission
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Abstract:- In recent years it has become apparent that IP/ATM-based networks will become increasingly important for delivery of professional content. In this paper, we limited the application space to contribution and primary distribution in DVB digital television and classified network technology solutions. As ATM, IP and SDH are viable transmission technologies for direct mapping of MPEG-2 TS, it becomes critical to examine which transmission technology is best suited and most cost effective for varying operating ranges/points specified by Pro-MPEG Forum. A standard for the distribution of Video over IP networks has been produced by the DVB-IPI working group and it is recommended for equipment manufacturers that Pro-MPEG forum code of practice is followed for such applications. Not so simple dilemma ATM or IP as transport technology for transmission of TV signals became a more complicated with the newest SDH next generation (GFP/RPR) networks.
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1  Introduction

Possibly one of the most difficult traffic types today is real-time professional video, as this requires very high bandwidths, has stringent delay requirements, and is not tolerant to errors [1, 2]. Broadcast quality digital video is ISO/IEC MPEG-2 compressed video (4:2:2Profile at MainLevel, 5-60Mbit/s transport stream bitrate), intended for contribution and primary distribution applications specified by ETSI [3, 4, 6]. It is recognized that there are many different mechanisms and interfaces to be considered for carriage of MPEG audio and video over a Wide Area Networks.
We classified network solutions for professional video transmission into four basic approaches:

1.  Pure ATM (works well today for some applications, but percieved as expensive),

2.  IP over ATM/MPLS (allow to use ATMs QoS mechanisms with IP – but adds to the complexity, cost and overhead),

3.  Pure IP (compelling perspectives and cost, but immature QoS),

4.  Use a transport technology which bandwidth is big enough (with GigabitEthernet, QoS is not a problem - a way to implement IP based video transmission).
Depending on application and requirements IP will evolve quickly in some areas, other areas there are already solutions, and in yet other areas ATM will continue to offer the best solution for the forseable future. However, other new technologies entering the scene: 

1.  SDH next generation (GFP/RPR), 

2.  Metro Ethernet, 

3.  DSL takes up rapidly, 

4.  Video services based on MPEG-4 over IP [5].

As ATM, IP and SDH are viable transmission technologies for direct mapping of MPEG-2 TS, it becomes critical to examine which transmission technology is best suited and most cost effective for varying video formats in professional video production system data flow (Figure 3).

On the other side, the flexibility of MPEG-2 compression allows MPEG-2 based equipment to meet the diverse economic and operational requirements of a broad range of professional television applications. Recognizing these considerations, Pro-MPEG Code of Practice #1, defines general operating categories, called Operating ranges, within which bitstreams from a variety of manufacturers will inter-operate [11]. These operating ranges, in conjunction with application-specific compression parameter settings will facilitate design and application of flexible MPEG-2-based professional television equipment. Specific operating parameter choices will depend on the individual application requirements, including editing capability, storage capacity, contribution feeds and contribution/distribution bandwidth.

The Pro-MPEG Forum also published guidelines to aid interoperability for the transmission of professional video over a variety of networks, such as PDH/SDH (with or without ATM adaptation) and IP-based networks [7, 8, 16]. The Operating Points described there have proven useful targets for equipment manufacturers and service providers, as well as providing a set of test-points for formal interoperability tests. Code of Practice #2 specify a set of specific operating points for encoders and decoders, and ATM/SDH network adaptor devices [12]. These are based on practical considerations of bandwidth, current best practice and maximizing interoperability. Code of Practice #3 specify transmission protocols, FEC scheme, timing recovery, jitter tolerance, latency, encryption, as wel as signaling and management protocols for IP-based networks [13].
2  ATM vs. IP
As both ATM and IP now are viable transmission technologies for video, it becomes critical to examine which transmission technology is best suited and most cost effective for varying video formats. Before comparing ATM and IP and identifying the pros and cons of each technology for transfer of digital video it is necessary to examine the fundamentals of each technology, especially in relation to the background (as this can give some indications on why a technology has certain characteristics), and secondly on the functions that relate to QoS for services such as broadcast quality digital video.

ATM offers the basic advantage of being designed - from the beginning - to offer transport of services with very different QoS requirements over the same network. Traditionally, video, data and voice services have very different requirements to the network in terms of QoS. Data transfer, such as e-mail, basic web surfing and file transfer, is sensitive to data loss and errors, while delay and jitter is of relatively low importance. Voice and video services in contrast are very sensitive to delay and jitter, whereas loss and error of data is of limited importance. Historically these three main types of services have had separate network infrastructures, designed to meet the requirement of one of these services. ATM was developed to handle all services in one network. In addition to the QoS aspect, ATM was designed to allow flexible bandwidth assignment, allowing a service to get exactly the required bandwidth - no less, no more, and with the required traffic profile. However, due to the statistical multiplexing used in ATM, situations can occur where the network is overloaded for a short period of time. This, among other issues, can result in impairments of the ATM cells. Five basic impairment types have been defined: cell delay, cell delay variation, cell loss, cell error, cell miss-insertion. These impairments occur mainly due to the varying buffer fullness/buffer overflow in the ATM switches throughout the network (causing delay, jitter and loss), line length (causing delay) and line noise (causing cell errors). These impairments can potentially affect the (video) services carried over the network. Some of the major tools for achieving guaranteed QoS in ATM networks are: Adaptation Layer (AAL) functionality, connection admission control and traffic contracts, traffic shaping and policing [14, 15].

In IP-based networks, the basic challenge lies in forming tools for transport of time sensitive video broadcasting services over a network, which was from the beginning built for transport of non-real time data transfer, nothing else. The lower layers (physical layer and the network layer) are undefined in context of protocol stack, but could be based on for instance Ethernet, MPLS or even ATM. It is important that the lower layers are able to either manage the bandwidth/network resources sufficiently well to provide the needed QoS, or has sufficient bandwidth available to avoid congestion, thereby fundamentally circumventing the need for QoS control.

DVB is currently working on the DVB IP Infrastructure (IPI) draft. This specification covers the distribution of DVB services over IP networks, in a very broad sense. The transport aspect of this sets out to make use of a range of the above mentioned protocols, essentially mapping MPEG-2 transport stream packets into RTP, which then is carried via UDP / IP. This format is based on RFC 2250, (which described a packetization scheme for transport of MPEG-1 & 2 over IP, based on RTP) [9, 10].

3  SDH next generation
The next generation SDH equipment merges the boundary between the Transport and Data layers of a telecommunications network. In essence it gives you the best of both worlds:
· SDH protection mechanisms

· data transparency, scalability and bandwidth sharing with QoS over complex network architectures, 
and supports the following basic services:

· classical leased lines, 

· point-to-point Ethernet services, 

· free use of end customer VLANS and end customer separation, 

· directly integrated odd bit rates, e.g. video streams, 

· clear channel services using dedicated wavelengths for every service.

Therefore, the SDH next generation  builds tomorrows new type of converged network, which can  handle not only point-to-point data connections but also supports point-to-multipoint and multipoint-to-multipoint traffic. 

Thanks to the combination of point-to-point Ethernet, via Generic Frame Procedure (GFP) and Resilient Packet Ring (RPR) applications, it fulfills Layer 2 functionality such as:

· secure separation of different customers

· bandwidth sharing

· bandwidth management

· traffic classification
· traffic protection (<50ms) via SDH and/or RPR Layer 2
· standardized GFP for transparent services and third vendor interworking.
The implemented RPR works as a distributed switch with (Fast) Ethernet Ports or GbE ports to be connected via GFP to the switch matrices of each SDH NGH node. Each packet switch (card) does switching on Layer 2 with Ring capacity VC-4 or VC-4 4v. 

Combining the simplicity of the Layer 2 switched cloud with the capacity, bandwidth efficiency, and low protocol overhead of today’s optical networks, RPR provides its greatest value. In effect, each end customer faces a distributed Layer 2 switch [18].

Generic Framing Procedure (GFP).  To squeeze even more capacity out of the network a new mapping method for transporting point-to-point data traffic is introduced. The Generic Framing Procedure (GFP) is used to scale the bandwidth of point-to-point data connections in steps of 1 Mbit/s.

By using GFP data services can be transported much more efficiently because the used capacity can be exactly adjusted to the bandwidth used by the customer, so there is no need to stick to the fixed bit rates known from SDH/PDH transmission (2, 34 Mbit/s etc...).

With GFP an operator can sell the end users capacity in steps of 1 Mbit/s as defined in the service level agreement (SLA). By a simple SW command this capacity can be changed, and hence the SLA can be adjusted without changing any hardware. This enables the operator to react flexibly to the demands of the end user.

Resilient Packet Ring (RPR).  RPR is an emerging network architecture and technology designed to meet the requirements of a packet-based MAN like guaranteed service quality and bandwidth management within Service level agreements. RPR is currently under Standardization as per G.802.17 [17].

An RPR is a ring-based architecture that consists of packet-switching nodes connecting to adjacent nodes over a single fiber pair with SDH framing (Figure 1). RPR networks will be used as feeder rings in the metro and campus area. 

RPR access rings are implemented as an overlay network, utilizing fiber that carries circuit traffic and packet traffic as well. The existing SDH infrastructure will be continuously used for the services it was designed for: private lines, circuit-switched voice, circuit-switched data and now enriched with packet transport features.

With RPR additional features like overbooking enable more efficient bandwidth use.
Two traffic classes can be defined on Ethernet port basis to access the RPR: Stream traffic with guaranteed bandwidth and Best effort traffic with overbooking possibility, configurable peak bandwidth and average bandwidth predictable due to fairness protocol . The stream traffic can be used for example for SLA contracted bandwidth reservation and even suitable for audio/video streams.

The combination of Ethernet (switch) capability together with SDH (protection) capability guarantees for Carrier class Ethernet services.
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Figure 1.  RPR architecture.

The RPR solutions are based on a dual fibre ring structure making two counter rotating rings, inner ring in clock-wise direction and outer ring in counter clock-wise direction. To maximise the data through-put and structural efficiency both of the rings can be used to their fullest bandwidth capability, effectively doubling the ring capacity. 
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Figure 2.  RPR implementation.
In addition, aiding to the bandwidth usage efficiency, the RPR solution allows for spatial bandwidth re-use (Figure 2). This in effect means that a destination stripping method is applied freeing the occupied bandwidth downstream from the destination for possible use by other downstream clients. In this way the same ring bandwidth can be spatially re-used by multiple clients concurrently.

Furthermore, guaranteed service granularity scalable in steps of 1 Mbit/s is supported, with the capability to dynamically scale over and above the guaranteed bandwidth in a fair manner. This practically means, at times where any of the clients is not occupying their allocated bandwidth to the fullest extent (due to the bursty nature of data), other RPR clients can use this non-used bandwidth to scale over and above their contracted and guaranteed bandwidths. In this way, the advantage is being taken from the statistical multiplexing effect that is very beneficial to the way the data services are being provided. 

In such a way, a number of clients on a ring can co-exist and share the ring infrastructure, thus lower the cost per service. It also means that each of the clients will be allocated a contracted capacity on the ring depending on his practical bandwidth requirements that are no longer restricted to one of the traditional PDH/SDH based TDM rates. 

This operational capability results in a favourable situation for both, the service provider and the client. The client can optimise the service he is receiving and paying for, at the same time maintaining its flexibility to dynamically scale, and the service provider can service more clients on the same RPR infrastructure, meaning higher revenues for the same infrastructure investment, effectively increasing the yield factor of the network investment. 

Of course, when multiple clients share a common infrastructure many security issues arise. The separation of various clients over the same RPR infrastructure is catered for in the RPR solution and is achieved through forming closed user groups, each group being effectively formed from access ports belonging to one customer. Practically, any data coming to the RPR structure over an interface port allocated to a closed user group can leave the RPR structure only and only via an interface port allocated to the same closed user group. In this way, overflow of data across different user groups is strictly prevented and client security is warranted.

As indicated earlier, the capability to react to network failures within 50 ms is one of the major strengths of the SDH technology. This capability is being preserved in the RPR implementation as well. This means, if the RPR structure experiences a failure, the build in mechanisms will allow for protection switching around the failure within a 50ms time period. In this way the protection switching capability of less than 50ms is preserved for the RPR structures, equalling the SDH performance in this respect.

The Ethernet capability to auto-discover other data-networking participants is preserved as well. If a new RPR node is added to an existing RPR structure, this node will notify its peers of its existence and in return they will welcome the “new-comer” and provide it with the networking information in their possession. All of this automatically and without any manual intervention. In this way, the networking intelligence is shared between the RPR participants allowing for effective and low-effort churn in the network.

4  Concluding remarks

As both ATM and IP now are viable transmission technologies for digital video, it is must consider QoS capabilities, equipment availability, maturity and cost based on the specific details of specific application along with the network options available. However, on a general level the following can be outlined as rules of thumb.

From a QoS perspective, ATM is at present still virtually the only way to guarantee QoS in a multiservice network (where bandwidth is a limited resource), while remaining flexible. Equipment for transferring MPEG-2 over ATM networks (i.e. ATM adapters) has been available for some time and has reached a mature stage. As a consequence, also cost has dropped significantly over time. In addition to ATM adapters optimized solemnly for cost efficient transfer of video over ATM, ATM adapters are available which enable LAN interconnection SDTI transfer and phone/PBX interconnections between e.g. studios. From a standardization point of view, the transfer of MPEG-2 over ATM is as well specified, both by the ATM Forum and ITU-T, but also by DVB/ETSI. It therefore generally makes sense to use ATM in the following scenarios:

• Contribution: ATM is well suited here, due to its ability to mix MPEG-2 video together with e.g. LAN interconnection and possibly PBX interconnection, from different studios, and due to its ability to fulfill the high requirements on timing. Typically contribution networks are SVC based.

• Primary distribution: ATM is used both for DVB-C and DVB-T distribution, from the master headend to the regional head ends / transmitter sites – specifically for SFN DVB-T networks ATM is important, as it allows transparent transmission of the video signal over PDH lines.

In the case of IP, QoS mechanisms are on the way, but not have not reached a fully mature stage. A range of protocols are available or being standardized at present by among other DVB/ETSI, however the underlying network still play an important role – it has to be either well managed (by use of e.g. MPLS or ATM) or alternatively there has to be more than sufficient bandwidth available. Nevertheless IP is becoming more and more interesting for transfer of video, simply due to the fact that basic IP based products has reached volumes that make very significant economy of scale benefits possible, i.e. “cost per bit” is very low. Basic IP based equipment is readily available, and the equipment for transferring MPEG-2 on IP networks has started to appear on the market now. It therefore - at present - seems that the best opportunities for use of IP to transport of MPEG-2 are:

• Video on Demand (VOD) is one example where IP based equipment can be used today, allowing the implementation cost of VOD to drop significantly compared to earlier. The setup would rely on e.g. a private network, using inexpensive Gigabit Ethernet/IP equipment, in conjunction with typically a dark fiber ring where more than sufficient bandwidth is available, thus having no need for advanced QoS handling.

• For contribution, trunking and primary distribution IP can in principle be used as well, however here it is still relatively early days, and certainly relies heavily on the QoS capabilities of the underlying network, or whether sufficient bandwidth can be pre-allocated.
Not so simple dilemma ATM or IP as transport technology for transmission of TV signals became a more complicated with the newest SDH next generation networks (GFP/RPR) technical solutions. We point once again that, with the RPR structures the contracted service can be scaled in steps of 1 Mb, up to the maximum bandwidth of the ethernet access ports used (10BaseT, 100BaseXX, 1000BaseXX). The contracted service bandwidth can also be flexibly and seamlessly amended over time, depending on the changing video transport bandwidth needs.
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Figure 3.  Professional video a) production system data flow and b) MPEG operating ranges.
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Figure 4. New SDH technologies for video transmission: a) point-to-point Ethernet via GFP, b) point-to-multipoint Ethernet broadcast service via RPR.


















