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Abstract:- A sensitivity of MPEG-2 video format to data loss is analyzed in this paper. We begin with hierarchical structure of MPEG-2 PS/TS stream in DVD/DVB applications and packet loss models. Next, we describe the effects of bit/packet errors in an MPEG-2 coded sequence depending on losses of syntactic/semantic data and spatial/temporal error propagation. The simulation results then are reviewed: single packet loss, random errors, perceptual and network losses. Random loss model, bursty loss model and Gilbert loss model are investigated. The lessons learned are that it may be useful to prioritize the MPEG-2 data that the incidence of errors is minimized; there is the optimal coding rate for a given packet loss ratio when jointly studying its impact on quality of decoded MPEG-2 video, and that average loss rate has the most significant impact on how much quality is degraded under UDP packet loss in IP-based network model. We conclude with the discussion of possible future works in unequal error protection and prioritized data partitioning, as well as video quality adaptation for DVD/DVB applications.
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1  Introduction

One of the main characteristic of DVD/DVB multimedia data streams is that they are of a continuous nature. Data embeds a temporal behavior that naturally fixes the delay bounds within which the information has to be delivered. In addition to being time-sensitive, the audio-visual information is also loss-sensitive because compression techniques such as MPEG-2 reduce the redundancy in the transmitted data [1].
Analysis shows that different packet loss patterns affect the perceived quality of video stream differently, through several important factors, such as [2,3]:

· compression schemas, 

· the nature of the content and 

· concealment techniques. 

Although the design MPEG-2 video format takes the tolerance of occasional packet loss into consideration, the bursty nature of both packet loss and video stream itself make the DVD/DVB application especially sensitive to different loss pattern. Packet loss reduces video quality depending on [4,5]:

· type of lost information, 

· the location of lost data, and 

· the temporal distribution of the lost information. 

2  MPEG-2 data format

An MPEG-2 video stream is hierarchically structured (Fig. 1). The stream consists of a sequence composed of several frames. The MPEG-2 video standard defines three different types of frames: intra-coded (I-), predicted (P-) and bidirectional (B-) frames. The use of these three frame types allows MPEG-2 to be robust as I-frames provide error propagation reset points and efficient as B- and P-frames allow a good overall compression ratio. Each frame is composed of slices which are series of macroblocks. Each macroblock contains 4 blocks (pixels) of luminance and 2, 4, or 8 blocks of chrominance depending on the chroma format. Motion estimation is performed on macroblocks while the discrete cosine transform (DCT) is calculated on blocks. The resulting DCT coefficients are quantized and variable length coded. The resulting video stream finally feeds a packetizer for storage or network transmission. Basically, the stream is first segmented into variable-length Packetized Elementary Stream (PES) packets and then subdivided into PS/TS packets. It is worth noting that a non-encoded header (syntactic information) is inserted before each of the following information elements: sequence, Group of Pictures (GOP), picture, slice, PS/TS and PES. In general, when a header is damaged, the underlying information is lost [1].
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Fig. 1.  MPEG-2 video structure.

The MPEG-2 System defines a way of multiplexing more than one stream in order to produce program. A program consists of one or more elementary streams (ES). Two schemes are used in the MPEG-2 standard for the multiplexing process.
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Figure 2.  Creation of ES from uncompressed data.
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Figure 3.  Generation of packetized PES from ES stream
Program Stream (PS). It is a grouping of video, audio and data ESs that have a common time base and are grouped together for delivery in a specific environment. Each PS consists of only one program. The PS is currently used in the DVD standard.

Transport Stream (TS). The TS combines one or more programs into a single stream. The programs may or may not have a common time base. This type of multiplexing is used in environments where errors are likely and is the default choice for transport over a computer network. The TS is currently used in DVB.

Each of the above schemes is optimized for specific environments. The PS is intended for the storage and retrieval of program material from digital storage media. It is intended for use in error-free environments for two reasons. First, it consists of packets that are relatively long (several kilobytes is typical), so the corruption of a packet may lead to the loss of an entire video frame. Second, the packets within the PS context may be of variable length, making it difficult for the decoder to predict the start and finish points of the various packets. The decoder has to rely on the packet-length field found on the packet header. If this length value is corrupted, loss of synchronization may occur at the decoder end.

The TS is intended for multi-program applications such as broadcasting and for non error-free environments. A TS may have one or more programs. The synchronization problem that is obvious in the PS (difficulty in detecting the starting and ending bits of a packet in the case of an error) does not exist here since the packet has fixed length. Besides, all the packets are given extra error protection using methods such as Reed-Solomon encoding. It is clear that this format is the choice in the case of transporting MPEG-2 over packet networks. However, the TS is more complex and so more difficult to produce and demultiplex than PS.
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Figure 4. TS generation from PES packets.
The TS consists of short, fixed-length packets. A transport packets has a length of 188 bytes. It comprises a 4-byte header followed by an adaptation field or a payload or both. The PES packets from the various ES are each divided among the payloads parts of a number of transport packets.

3  Data losses and loss models

The removal of statistical and subjective redundancy in the MPEG-2 video compression process makes the compressed data very sensitive to errors and losses during transmission. An error affecting a small part of the coded bitstream can cause significant degradation to the visual quality of the decoded video frames and may persist for several frames. We examine the sources of errors and the effects occurring in different parts of the MPEG video syntax [6].
The bit error rate or bit error ratio (BER) describes the rate at which bit errors occur and depends on the characteristics of the storage media (DVD optical disk BER=10-15) or transmission channel (fibre optic BER=10-9). However, coded video data are highly sensitive to transmission errors and can require a much lower probability of error for acceptable video quality at the receiver. A simple model for bit errors is to introduce errors into data with a pseudorandom distribution (for example, Gaussian distribution) to achieve a particular BER. In practice, bit errors often occur in bursts, i.e. successive bit errors may not be statistically independent but instead may be grouped together.

Transport networks such as IP-based networks do not guarantee that transmitted data will reach their destination. Delays through the network depend on a number of factors such as the route, the processing speed and capacity of each node along the route and the amount of other data traffic in transit at the time. A sequence of packets from the same source may experience widely varying delays. Real-time data such as coded video must be decoded and presented to the viewer at a constant frame rate. If packets of data are delayed too long, their "time slot" for decoding and display is past and they must be treated as lost packets. If the capacity of a node within the network is exceeded due to congestion then packet loss may occur.

A number of models have been developed which describe packet and cell loss distributions in switched transport networks. The simplest model is to assume a uniform random distribution of single cell losses. This model does not take into account the fact that cell losses tend to occur in bursts in a packet switched network. A Gilbert model takes into account bursty cell loss The two states A and B in this Markov chain represent CellNotLost and CellLost, respectively.  In order to evaluate the effect of cell losses on a coded video sequence it is necessary to apply a realistic pattern of cell losses to the coded data. IETF IPPM working group has proposed a mechanism to describe the properties of packet loss [7,8,9]. 

Random packet loss. This pattern has only one parameter, average loss rate pi. The packets are dropped randomly with no dependency of each other. 

Bursty packet loss. This pattern is a simplified model to simulate the bursty nature of packet losses. Maintain the same average loss rate pi, whenever a packet is dropped, the next consecutive (1–n) packets are also dropped.

Gilbert packet loss.  The 2-state Markov model capture temporal loss dependency: p is the probability that the next packet is dropped, if the previous one has delivered, q is the opposite, (1–q) is the conditional loss probability (clp). Extended Gilbert model replaces the 2-state Markov chain in Gilbert model with m+1 states Markov chain. It assumes the last m packet losses can affect the probability if the next packet will be dropped or not. Extended Gilbert model is the most detailed model for capturing loss run distribution.
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Figure 5. Gilbert model: 2-state Markov chain.
4. MPEG sensitivity to data loss
The effect of a bit error in an MPEG-2 coded sequence will vary depending on where it occurs in the hierarchical data structure. Figure 2 illustrates how network losses map onto decoded visual information in different MPEG-2 pictures. Data loss spreads within a single picture up to the next resynchronization point (e.g. slice headers) mainly due to the use of variable length coding, run length coding and differential coding. This is referred to as spatial propagation. When loss occurs in a reference picture (intra-coded or predictive frame) it will generally remain until the next intra-coded picture is received. This causes the errors to propagate across several non intra-coded pictures which is known as temporal propagation and is mainly due to inter-frame predictions [10].

The reduction of quality due to data loss heavily depends on the type of the lost information. Losses of syntactic data such as video headers and system information, affect the quality differently than losses of semantic data such as raw video information. Furthermore, the location in the stream of the lost semantic data has also an impact onto quality reduction due to the predictive structure of an MPEG-2 video stream. 

The impact that the loss of syntactic data may have is in general more important and difficult to recover than the loss of semantic information. Indeed, when a header is lost, the entire underlying information cannot be decoded even if received correctly and is then skipped. When this occurs to an intra or predictive frame, it may heavily affect the quality perceived by the user. Clearly, some headers are more important than others because they are important syntactically as well as perceptually.
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Figure 6.  Data loss propagation in a MPEG decoded sequence.
Error concealment algorithms have already shown that it is possible to reduce the impact of data loss on the visual information. These error  concealment algorithms include, for example, spatial interpolation, temporal interpolation and early resynchronization techniques. In general, error concealment techniques may efficiently decrease the sensitivity to data loss. However, none of these techniques is perfect. Data loss may still involve annoying degradation in the decoded video.

Error in sequence header.  The sequence header contains important information that is required by the decoder in order to correctly decode the video sequence. This includes, for example, the specification of the spatial resolution of each frame, the frame rate and the type of quantization table to be used. An error in these parameters could make it impossible to correctly decode the sequence. However, an error in the sequence header is statistically unlikely to occur unless the error rate is very high, since the sequence header occupies a relatively small proportion of the coded bitstream.

Error in Group of Pictures header.  The GOP header is not essential for correct decoding of the sequence and so an error is not likely to be significant.

Error in picture header.  An error at this level in the hierarchy may make it impossible to correctly decode the next picture. For example, an error in the picture_start_code may mean that the decoder does not recognize the start of the picture. In the worst case, the entire picture may have to be discarded by the decoder. This has important implications if the corrupted picture is required for temporal prediction of further predicted pictures.

Error in slice header.  A bit error occurring within the header of a slice can cause the complete slice to be incorrectly decoded. Some components of each macroblock are encoded and this differential encoding is reset at the start of a slice. If the slice start code is not detected, then the differentially encoded components of the next slice will not be correctly decoded. The start code of each slice is byte aligned and so it should always be possible to recommence correct decoding at the start of the next error-free slice.

Error in slice data.  Data within a slice (i.e. macroblock header, DCT coefficients and motion vectors) are encoded as a series of variable length codes (VLCs). A bit error within this stream of VLCs can have one of several possible effects. In some cases the decoder loses synchronization with the stream of VLCs. It is not guaranteed to recover synchronization until the next slice start code, though it may be possible to recognize correct VLCs later in the sequence and to re-synchronize before this. A cell or packet loss will remove or corrupt a sequence of bits in the coded data stream. 

5. Simulation analysis and results
1. Experiment: effect of single packet loss 

This experiment investigates the mechanism by which errors propagate temporally through a coded MPEG video sequence. The effect of a single cell or packet loss in an encoded MPEG video sequence on the decoded frames is examined. Because of the different encoding methods used for I, P and B-pictures in an MPEG sequence, it is important to investigate the effect of an error occurring in each type of picture and to predict trends in which the error propagates to other decoded frames. The results imply that it may be useful to prioritize the coded pictures in some way, such that the incidence of errors in I and P-pictures is minimized.

	Error location
	Effect

	I-picture
	Propagates to all pictures in GOP+(m-1) pictures in previous GOP

	P-picture
	Propagates to all subsequent pictures in GOP+(m-1) B-pictures before errored picture (the effect is worse if the affected P-picture occurs at an early stage in the GOP)

	B-picture
	Does not propagate temporally, initial effect is less severe than I/P picture error


Table 1. The effects of single packet loss.

2. Experiment: effect of random errors

The experiment investigates the effect of a series of pseudorandom bit errors or cell losses on MPEG video. The 500-frame video sequence was encoded using the MPEG encoder. Pseudorandom bit errors with a mean BER of 5x10-6 and a Poisson distribution were introduced into the encoded sequence and the PSNR of each decoded frame was calculated. This was repeated for pseudorandom cell losses (again, Poisson-distributed) with a mean loss rate of 1 in 1000 cells. The results show that the quality of MPEG video can be severely affected by bit errors or cell losses during transmission. At BERs of more than 10-6 (or cell loss rates of about 10-3 or more) the PSNR of the decoded video drops by 5-10dB compared with the error-free decoded sequence.

3. Experiment: perceptual losses 

In a practical video communication systems there may be multiple errors or losses during transmission and so it is important to analyze the effect of this on the decoded video quality. A mathematical relation modeling the impact of the average variable rate of the video encoding quality is derived. It is studied how the video quality decreases when the data loss ratio is increased, for a fixed average encoding bit rate. It is demonstrated that, when jointly studying the impact of coding bit rate and packet loss, the reachable quality is upperbound and exhibits one optimal coding rate for a given packet loss ratio [11, 12].
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Figure 7. Experimental testbed.
The experimental testbed is composed of four parts:

· An MPEG-2 software encoder, which is composed of an open-loop VBR TM5 video encoder and a transport stream encoder. Before being transmitted, each MPEG-2 video bitstream was encapsulated into 18800-bytes length Packetized Elementary Stream (PES) packets and divided into fixed length Transport Stream (TS) packets by the MPEG-2 system encoder.

· A model-based data loss generator was used to simulate packet network losses. For this purpose, we used a two-state Markov model. States 0 and 1 respectively correspond to a correct and an incorrect packet reception. The transition rates between the states control the length of the bursts of errors. Hence, there are three parameters to be controlled: the packet loss size (PLS), the packet loss ratio (PLR=p/p+q) and the average length of a burst of errors (ABL=1). In our simulations, we imposed a non-bursty (ABL=1) TS packets (PLS=188 bytes) loss process and made the packet loss ratio vary between 10-2 and 10-7.

· Video quality was evaluated by means of the MPQM tool. The per-frame quality values given by the MPQM tool were gathered together (the subjective quality evaluated over a set of frames is lower than the average of the per-frame quality values).

· The last part is an MPEG-2 software decoder constituted by both a TS decoder and a video decoder.

4. Experiment: network losses

Real-time video stream transmitted over the Internet normally uses UDP as its transport layer protocol. Packet loss is inevitable as the network traffic increases. Analysis shows that different packet loss patterns affect the perceived quality of delivered video stream differently, through several important factors, such as compression schemas, the nature of the content and concealment techniques. The purpose of this experiment is to understand how different packet loss patterns will affect the quality of video delivery [13,14].
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Figure 8. Network topology.

The simulation network is formed by three nodes, sender, forwarder and receiver. Sender is responsible for reading the MPEG-2 clip and initiating the video stream. Forwarder simulates different packet loss patterns and decides if a packet should be forwarded to the receiver. Receiver is responsible for concealing packet losses and re-building the video clip. The network parameters are designed so that no packet loss will take place because of congestion. Packet losses are totally control by the Forwarder application.
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Table 2. Packet loss distributions for different error patterns in Bursty and Gilbert model.

Table 2 lists some typical packet loss distributions for Bursty and Gilbert model and UDP transmission. The quality assessment (average PSNR of all frame pairs) of video clips for different bandwidth requirements under above loss patterns demonstrates that the average loss rate (vs. loss run length) and video content have the most significant impact on how much quality is degraded under packet losses. 

6 Concluding remarks

MPEG-2 PS/TS data streams are very sensitive to errors and packet losses in DVD/DVB applications. We examine the sources of errors and the effects occurring in different parts of the MPEG video syntax. Losses of syntactic data, such as headers, greatly affect the perceptual quality. The location of packet  loss also degrades the video quality because of the compression method used in MPEG-2. Packet losses are propagated spatially and temporally. 

Experiments show that a much lower BER of 10-6 lead to occasional glitches in the decoded sequence which may propagate across tens of frames and which may cause obvious visual distortion in the decoded sequence. And so it is important to develop techniques by which the effects of these errors can be minimized or eliminated. 

Forward error correction and error concealment algorithms have already shown that it is possible to reduce the impact of data loss on the visual information. However, when jointly studying the impact of coding bit rate and packet loss, the reachable decoded video quality is upperbound and exhibits one optimal coding rate for a given packet loss ratio.
Further analysis based on various packet loss models shows that different packet loss patterns the perceived quality of decoded video stream differently, through several important factors, such as compression schemas, the nature of the content and concealment techniques. The simulation demonstrates the average loss rate vs. loss run length have the most significant impact on how much quality is degraded under packet losses.

Results of MPEG-2 data sensitivity analysis and packet loss distribution are bases for further study of priority data partitioning and unequal error protection in quality adaptation for video storage/transmission.
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