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Abstract – Today there are much spoken and written discussion about all immanent problem how to provide acceptable level quality of services (QoS) in digital telecommunication networks (ATM, IP etc.) in order to satisfy certain needs for bigger number of users for different multimedia services. ATM provides integration with different protocols like TCP/IP which makes possible adaptation traffic flow coming from high layers of transfer over ATM network environment. This paper seeks to provide transfer simulation model TCP/IP over ATM network. The simulation model is presented using ERICA algorithm. It makes possible traffic tracking on transmission link as well as the traffic control. The goal is to obtain the high utilization transmission link, and to minimize appearance of delay and losses in transfer.

Key words: ATM, TCP/IP protocol, simulation model, utilization transmission link.

1. Introduction

Asynchronous transfer mode (ATM) is one of the transmission technology in digital networks which is based on usage of virtual connections during the transmission of information in cells (53 bytes), using asynchronous multiplex channels to provide disposal of cells in virtual connection form. ATM acts as very high-speed network to provide support different type of multimedia users services (speech, video, data,…). Main characteristichs of ATM are: great flexibility of  network access, dynamic allocation bandwidth on-demand, flexible bearing of allocated capacity, independence from transmitional environment on physical level, multimedia integration [2, 3, 4, 9, 10].

Internet protocol (IP) is network-layer protocol which defines unreliable mechanism of transfer without making connection. Basically, IP defines basic unit for data transfer, and is responsible for data routing incorporating the rules of unreliable date transfer. Basic unit for date transfer to Internet is called internet datagram [5]. 

Standard packets computer network based on IP protocol do not support demanded quality of services during data transfer mainly because of delay, variations of delays and defined probability of losses. Delay during data transfer in IP network makes great problems for applications which demand transfer in real time. We can overcome those problems by using certain QoS protocols so that the traffic is supported. This demands very strict time limitation during transfer .

Transmission Control Protocol (TCP) is designed as reliable transport-layer protocol with establishing connection in order to make logical connection end-to-end and complete duplex data transfer between two applications. TCP supports many very fundamental functions to protocols of high levels: uninterrupted data flow, reliability, data flow control, multiplexing and demultiplexing. TCP represents protocol that can operate successfully in any network environment: local area network (LAN), metropolitan area network (MAN), wide area network (WAN). In Internet environment, TCP provides reliable bit stream delivery required by many higher level network applications, such as file transfer (ftp), electronic mail (SMTP), World Wide Web (HTTP) etc.

One of the main characteristics is that TCP provide acceptable communication with between two ends for users for above mentioned environments regardless to bandwidth and characteristics.

2. Motivation

For making and developing software packet for proposed simulation model we wish to test the native and specific forms of TCP/IP traffic transport over ATM network.

The problem is how to establish the maximum utilization of transfer link taking into account that one or more sources generate the traffic of different dynamics. Our limitations are that the network environment is complicated and that certain algorithms for controlling and tracking are used for queuing optimization. 

Simulation model which is presented here is based on ERICA algorithm [6, 7, 8] and permits us to track the traffic on transfer link. Also we are going to control transfer route and try to decrease the delay. The idea was to use the algorithm for calculating feedback loop on which we can track and record the situation on transfer link. 

3. Multimedia communication model architecture

Architecture of TCP/IP-ATM multimedia communication network model is realized so that the transfer between two users can be over ATM network. Data transfer is realized in one or both directions. The model is realized by the method of simulation using program language C++.

In this work ATM communication network configuration with two switches is considered. The both switches are connected with three sources and three destinations, while only one contains ERICA algorithm.

By implementation feedback loop, communication between sources and destinations at ATM network level by using Resource Management (RM) cells (forward and backward RM) is realised. It is defined from the open literature that in this information flow every thirty second cell should be RM cell [8]. On TCP/IP level feedback loop, we have transfer confirmation  for every received data.

To realize this kind of model it is important to define TCP/IP source of traffic. Our limitation is that the number of sources which will be generated by TCP/IP is three. This is quite enough for getting the suitable valid results by simulation. The sources by themselves are defined so that they can be switched on or off depending of need for generalization of the traffic for suitable intensity according to ATM network.

Among every sources and switches three digital sections in both directions are implemented  (d1’, d2’, d3’ and  d1’’, d2’’, d3’’) through which physical connection is realized and simulated. Sections are defined so that there is possibility to change their values.

The network configuration which is used in this experiment is shown in Figure 1.

Switches Sw1 and  Sw2 contain buffers of variable values with FIFO (first-input and first-output) behavior. Switch Sw1 has implemented ERICA algorithm for traffic control with parameters value defined in Table 1. Switch Sw2 has not ERICA algorithm. Its task is to direct the cells through digital sections at the output of the buffer with adequate capacity. Depending on dynamic attention of traffic at switches and specially at switch Sw1, the control of flow through the complete simulated digital network is executed in order to satisfy every defined parameters and to achieve as much as bandwidth range and stability. 

Table 1. ERICA parameters value.

	Parameters
	Range
	Value

	Switch Averaging Interval 

Target Queue Delay(T0)

Queue Drain Limit Factor (QDLF)

a

b

δ

α

Simulation time

Link speed

Maximum Segment Size (MSS)
	[5-20 ms]

[0.5-2 ms]

0.5

[1.10, 1.25]

[1, 1.05]

[0, 0.5]

[0.7, 0.9]

-

-

-
	5 ms

1.5 ms

0.5

1.175

1.025

0.1

0.8

5 s

155.52 MBps

512,1024,9180


Digital section (L) in communication  network model architecture represents the critical bottleneck in transmission. All sections have transfers speed off 155.52 Mbps. Every section can change its length. It is supposed that optics transfer medium has got index breach 1,5. This responds to the speed of the light which is approximately 200000 km/s.

The technique of statistical multiplexing is applied so that every connection has its own certain value bandwidth.

It should be mentioned that TCP/IP level do not recognized the network.
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Fig. 1. Communication  network model architecture [1]. 
All experiments are done with maximum values of TCP segments of  512, 1024, 9180 bytes which are transferred into 12, 22, 192 ATM cells. At every experiment the time of simulations result is t = 27,2 ms. It should be noted that starting value of the windows changes from to w=5 and w=15.
4. Simulation results comparison

Results of simulation when three TCP sources are activated and where everyone generate TCP traffic are shown in Figure 2.

The maximum TCP MSS (Maximum Segment Size) is 512 bytes [1]. TCP traffic is transferred from all sources by sections d1’, d2’, d3’ to the first switch and over transfer link L to the second switch and finally over section d1’’, d2’’, d3’’ to the destination. 

Results which are obtained when all sources generate the cells where TCP MSS values are 512 bytes (graphs A, B and B1, Figure 2.) show that usage of transfer link in case A (w=5) in range from 3% to 5% is quite small. When the starting value of  the windows increases as in case B (w=15) link utilization goes to 15%.

However, when the starting of  the window value is not changed, and the length of the sections is increased by factor 2 as in the case B1, we can observe that link utilization decreases and is in the range from 8% to 13 %. This directly causes delay and losses increment in multimedia information transfer.
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Fig. 2. Results of simulation when three TCP sources are activated and when every generate TCP traffic at the same TCP MSS 512.
Results of simulation when three TCP sources are activated and when everyone generates TCP traffic at the same TCP MSS 1024 bytes are shown in Figure 3. (graphs C, D and D1). 

It can be seen that the utilization link is better than in Figure 2. In the case C we have the range between 6% and 9% while in the case D the corresponding range varies from 18% to 25 %. On the other hand, when the length section is increased as in the case D1, the results are similar as in the case shown in Figure 2.
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Fig. 3. Results of simulation when three TCP sources are activated and when every generate TCP traffic at the same TCP MSS 1024.
Simulation results when three TCP sources are activated and when every generates TCP traffic at the same TCP MSS 9180 are shown in Figure 4. (graphs E, F and F1).
We can conclude that the situation of the link utilization is better then in previous two testing. Specific case is F where link utilization rises to the maximum value 100%. It is much more higher then in case E where we have oscillations during the time of transmission. Link utilization is between 50% and 60%. It is also characteristic, that in the case of  the length increment of section (F1) utilization does not change.
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Fig. 4. Results of simulation when three TCP sources are activated and when every one generates TCP traffic at the same TCP MSS 9180.
Finally, we have results which are received when every source generates TCP traffic with different TCP MSS. There are presented in Figure 5. As it can be seen in the case of  shorter section, link utilization greatly varies and sometimes reaches the value of  20% (graph A). With the increment of the length of the sections, the link utilization reaches the value of 50% (graph B).
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Fig. 5. Results of simulation when three TCP sources are activated and when every source generates TCP traffic at the different TCP MSS.
5. Conclusion

Simulation results illustrates several interesting aspects of  TCP transfer over ATM: 

· Utilization of common transmission link  when three sources are activated, regardless of the traffic type, increases with raised maximal segment size and while the traffic is much more smoothed. 

· Utilization of transmission link is greater when the section are shorter. 

· At Available Bit Rate (ABR) service category the switches choice is critical because of the cell losses and congestions.

· With the feedback loop the source and the switch communicate with each other in order to control cell losses during transmission. 

· The advantage of statistical multiplexing technique is proved. 

References:

[1]
Z. Milicevic, “Control of TCP/IP traffic in  broadband digital networks with Asynchronous Transfer Mode”, Master Thesis, Faculty of Transport and Traffic Engineering, University of Belgrade  2003.
[2]
K. R. Rao, Z. S. Bojkovic, D. A. Milovanovic, “Multimedia Communication Systems: Techniques, Standards and Networks”, Prentice Hall, New York, 2002.

[3] 
Z. Petrovic, “Broadband integrated services digital networks”, Akademska misao, Belgrade 2002.

[4] 
K. Rao, Z. Bojkovic, “Packet Video Communications over ATM Networks”, Prentice Hall, 2000.

[5] 
Douglas E. Comer, “Internetworking with TCP/IP - Principles, protocol and architecture”, Prentice Hall, 2000.

[6]
S. Kalyanaraman, “Traffic Management for the Available Bit Rate (ABR) Service in Asynchronous Transfer Mode (ATM) networks” Ph.D. Dissertation, Dept. Of Computer and Information Science, The Ohio State University, August 1997.

[7]
R. Satzvolu, K. Duvedi, S. Kalyanaraman “Explicit rate control of TCP applications”, ATM forum/98-0152R, February 1998.

[8] R. Jain, S. Kalyanaraman, R. Gozay, S Fahmy, “ERICA Switch Algoritham for ABR Traffic Management in ATM networks”, IEEE Transactions on Networking, November 1997.

[9] M. Stanojevic, I. Reljin, B. Reljin, “Simulation of ATM traffic in statistical multiplexer”, SYM-OP-IS, pp. 365-368 Belgrade, October 2000.

[10] I. Reljin, M. Stanojevic, B. Reljin, “Modified Round-Robin Scheduler for Pareto Traffic Streams”, 5th International Conference on Telecommunication in Modern Satellite Cable and Broadcasting Services – TELSIKS 2001, pp. 25-28, Nis, September 2001.













Sw1





L








D3





D2





D1





S3





S2





S1





Sw2








d1’





d1’’





d2’





d2’’





d3’





d3’’



























































PAGE  

