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Abstract: This paper aims at the current research on web cluster; an approach of load-balance of web cluster is introduced. The approach can be divided into two steps. Firstly, based on access to web cluster, we can aggregate the document and get some collective data. According to these data, we can predict the intensity of load balancing based on time series models. Secondly, the collective data can be assigned to individual server in the web cluster by NSPP Algorithm to ensure the load balance of the whole system. Experiment and analysis prove it effective.
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1  Introduction
At present, the web server cluster system based on single system reflection is the most widely used method to accelerate website response. By means of this method servers with weak capability can be connected into an efficient integer that is called web server cluster through local network. From the viewpoint of client only one server is working[1]. The cluster structure based on dispatchers is shown by figure 1. The dispatchers on the front-end dispatch the requirements based on TCP ports and load information of back end servers.


At present, there is an important feature of web cluster structure based on dispatchers:

Property 1: Transactions in the background servers are not movable. 

At present, transactions can not be movable in the web cluster system, that is to say, as soon as a transaction is sent to a background server in the web cluster, the transaction requirements afterwards will be sent to the same server.

Load balancing technology is an important method to improve system performance. By now, a lot of research has been done in the field[2][3]. Generally speaking, the research covers the following aspects: Usually whether the requirements are sent to the server is based on the current loading of background servers; once a server is overloaded, control technology of allowing admittance is applied to refuse some requirements so that the server overloading is avoided.

Although system performance is improved by the use of control technology of allowing admittance, we still have to meet two major problems: (1) If one server is overloaded, some requirements are refused so that system efficiency is weakened. Actually, now the whole system is probably not overloaded. (2) Even if the control technology of allowing admittance is taken, the load of the server is even heavier because the admitted requirements are still sent to the same server. So if we only take such general load balancing method, overload cannot still be avoided. 

Data mining technology is a new and effective solution to the problem mentioned before. At present, the purpose of research on data mining is (1) Program Website to adjust the site structure and make the system more effective. (2) Client value mining. But much research is primarily on data mining of web servers. Actually, data mining of web clusters has more advantages than the common data mining as below: (a) Clustering can organize website structure better. Thus different clusters can be put into different servers in the web cluster and the advantage of clustering N servers can be embodied. (b) The web page load value which different transactions correspond to can be associated with the load capability of servers in the web cluster to ensure load balancing.

In the paper clustering analysis is applied to aggregate the web documents into a series of clusters, then the load of the aggregated web documents is predicted and the documents are dynamically allocated into individual server in the web cluster to ensure load balancing of the web cluster. 

2  Clustering algorithm based on transactions
2.1 Identify access transactions
The access transactions are identified and partitioned before they are clustered[4]. Supposing L is the access logs and an item l (l
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L) contains IP address l.ip, users’ ID l.uid, URL address l.url of the accessed web pages and the access time l.time The access transaction is defined as below:
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Where, for 1≤k≤m, 
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Here C is a constant time window. Similar web pages can be combined because only web page clusters are concerned. Furthermore, the combined pages can be labeled by the sign l.freq which is the access times of l.url.
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The logs are dealt with according to the above definitions. As a result, we get an access transaction set called t. Then based on the set the web documents can be clustered.

2.2 K-tras cluster method
K-tras partition and cluster method is proposed to cluster user transactions. In the process of clustering the quotation degree of web pages is concerned. Supposing there are m web pages altogether in the website:

Definition 1: Access (
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 is HTTP address of the web page. In an access transaction t:
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Definition 2: sim(t, s): Supposing two transactions called t and s, and their similar degree is defined as follows:
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Definition 3: center(c): The cluster center is the longest common similar web page.

Supposing the clustering result is C={c1, c2,..ck}, then the cluster center is defined as follows: to each cluster c(c∈C), its cluster center is calculated as: Supposing there are q transactions called t which belong to cluster c, then the cluster center of c is defined as below:

center(c)=(
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To make the calculation simpler, the transaction called t is transformed into a transaction vector with a constant length.

Supposing there are m web pages in the whole website and a user access transaction is given, then the transaction can be represented as the following vector:

t=<
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At last the matrix composed of formula (7) is clustered.

K-tras algorithm is a kind of partition but not a layered clustering method. It clusters by means of the similarity of the access transactions. Supposing a transaction set called T, and each line of the set is composed of transactions given by formula (7). Altogether there are n transactions and an integer k(k≤n). In the algorithm T is divided into k clusters and the sum of the similar degree between each transaction in each cluster and the cluster center of the transaction. The cluster center is calculated as formula (6). P (T, S0) represents that the cluster set is T when the sum of clusters are S0, the algorithm is described as follows:

(1) Select S0 as an initial cluster value and calculate P (T, S0), then get an initial cluster center;

(2) Calculate the individual distance between each sample and each cluster center, and allocate each sample to the domain of the nearest cluster center, then get a cluster set called T;

(3) Calculate the cluster center as formula (6);

(4) If P (T, St)=P (T, St-1) after t steps then output T and terminate the algorithm; else assign S’+1 to S’ and t+1 to t , then go to step 2. 

3  Load balancing algorithm
3.1 
Web cluster load balancing
Definition 4, Cluster inline degree: It is referred to the probability that one cluster can meet the need of an access transaction and the transaction need not access the other clusters.

Definition 5, Cluster outline degree: It is referred to the ratio between other clusters that a transaction need to access and the clusters of the transaction itself that it need to access.

Definition 6, Sever inline degree: It is referred to the probability that a server can fulfill an integer transaction without accessing other servers.

Definition 7, Sever outline degree: It is referred to the ratio between other servers that a transaction need to access and the servers of itself that it need to access.

According to the above definitions, the theory is given as below:

Theory 1, To ensure that the web cluster has a reasonable structure and a load balancing, the following conditions should be satisfied: 

(1) A transaction is a basic dispatch unit; (2) Transaction inline degree is maximum and outline degree is minimum; (3) Inline degree between servers is maximum and outline degree is minimum; (4) After the aggregated web pages are allocated to each server, load value is accessed according to the prediction of each transaction to ensure load balancing between servers.

3.2 Prediction of load value
Time series is referred to a sequence of a variable y whose value is observed in an interval. It can be represented as {yt}(t∈T) and T is usually divided equally. The times of access to the transaction in an interval T can be used as an index of load intensity that can be calculated by the product of access times and load value of fulfilling the transaction.

The following time series model ARMA (p, q) is adopted and is represented as below: 
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3.3 Load balancing algorithm
SPP (Set Partitioning Problem) is a problem of set partitioning[5][6]. In the essay, the problem to be solved is how the web page sets composed of N transactions allocate these transactions to background servers after the load value is predicted according to time series, and at the same time servers load balancing is satisfied. In the viewpoint of the set theory, the problem can be represented as follows: as for web document clusters, the load value is predicted according to the time series method mentioned before, as a result a load task set is formed as W={w1, w2,, …wm}; Supposing there are m servers in the web cluster can supply service and the processing capability of each server is Li , then the problem can be changed into how to divide m non-intersecting tasks into m subsets. It can be represented by sets as follows: the load tasks set is W={w1, w2, … wn}; the servers set isσ={M1, M2, … Mn} and the maximum load of each processor is Li .

   Here the problem of web cluster can be transformed into NSPP. Supposing Lj as the maximum capability server in the web cluster and the difference between it and other servers is represented as g=б={g1, g2,…gm},then g1+Lj is equal to each other. Here g is nuclear subject set W={w1, w2,, …wm},which is load transaction set, is non-nuclear subject set. The nuclear subject set is put into corresponding servers and non-nuclear subject set is allocated to individual server, thus the solution which can make the sum of the two kinds of servers is equal is the optimal. The algorithm is illustrated as below:

(a) Put {g1,, g2,,…gm} into {M1, M2,,…Mm} individually.

(b) The transaction set W={w1, w2,, …wm} is ordered by decrease, supposing w1>w2>…>wm, then the sequence of w1,w2,,… wm is called L.

(c) Put the current element in sequence L into the sub-processor set with the largest container, and then deletes the element from sequence L.

(d) Repeat (a) and (b) until the entire load transactions are put into the processor set.

4  System model and implementation strategy
According to the above analysis, web cluster balancing system model based on data mining is proposed. The model is illustrated in figure 2.


In the prediction system, front-end dispatcher control is applied and all the predicted servers in the web cluster prediction system keep one sensor. Sensors monitor web logs of the servers and submit data periodically to the prediction server. Located in the front end, the prediction server assumes the main functions of system control and management. According to the algorithm mentioned before, the prediction server adjusts dynamically web documents of the web individual server. The dynamic adjust begins when one of the cases arise:

(1) The adjust cycle begins.

(2) Adjust manually.

(3) The outline degree between one server in the web cluster and other servers is larger than the threshold.

(4) The outline degree of the web document clusters is larger than the threshold.

5  Experiment result analysis
5.1 Experiment platform
Based on LVS project[6], the platform adds to the following contents:

(1) Cluster algorithm; (2) time series algorithm; (3) load balancing algorithm; PCs are used in the whole test contexts (P4, 256M), One is used as front-end machine (OS is Linux7.3), other three are used as servers (among them two PCs’ OS is Linux7.3, one is Win2000).

5.2 Experiment results
The overloading point of the system was about 1050 per second. After the algorithm is used the overloading point moves back obviously and system performance is greatly improved.

4  Conclusion
The algorithm for load balancing of web cluster based on data mining is a new and effective method with apriority, dynamic and practicality. But in the paper document cluster and load balancing are calculated respectively, the algorithm will be improved in the future. Our purpose is: between transactions there is maximum inline degree, minimum outline degree and load balancing is realized between servers based on maximum inline degree and minimum outline degree.
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Fig. 1  Web cluster system model
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Fig. 2  System model
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