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Abstract: -  As dimensionality reduction is an important problem in pattern recognition, it is necessary to reduce the dimensionality of the feature space for efficient face recognition because the size of the face feature set is normally large. In this paper, we present face recognition system using wavelet transform and direct linear discriminant analysis(DLDA). It specifically uses the multiresolution decomposition of 2-D discrete wavelet transform for extracting the unique features from the face image. Also, we apply the DLDA scheme to obtain the features with the discriminating power in different wavelet components of face image. This method of features extraction is well suited to describe the shape of the face while allowing the algorithm to be translation and rotation invariant. The nearest mean classifier (NM) approach is used for the face pattern matching. We will show that the proposed method for human face recognition gives a efficient way of representing face patterns and thus has advantages of saving both time and space.
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1   Introduction

Biometric identification systems use personal features of the user itself to check the identity. If, for example, biometric features stored on a chip card are stolen, they cannot be used, because the imposter's biometric features do not match the features stored on the card. For this reason, the interest in biometric systems has risen very much lately. Many systems arise using face, eye, fingerprint, or voice features. All of them have different advantages and disadvantages. But they have the common disadvantage that the size of the feature set is normally large.
In a recognition system using the face features, one may try to use large feature set to enhance the recognition performance. However, the increase in the number of the biometric features has caused other problems. For example, the recognizer using higher dimension feature set requires more parameters to characterize the classifier and requires more storage.  

Thus, it will increase the complexity of computation 

and make its real-time implementation more difficult and costly. Furthermore, a larger amount of data is needed for training. To avoid these problems, a number of dimensionality reduction algorithms have already been proposed to obtain compact feature set.

We discuss feature extraction strategies for a class of face features with very high dimension. The feature extraction process needs to be effective so that salient features that can differentiate between various classes can be extracted from the face images [1]. Several methods like Principal Component Analysis (PCA) [2] [3], transform the input data so that the features are well separated and classification become easier. Linear transformations are extensively used because they are easy to compute and analytically tractable. Typically, these transformations involve projecting features from a high dimensional space to a lower dimensional space where they are well separated. Linear Discriminant Analysis (LDA) is one such discriminative technique based on Fisher's linear discriminant [4]. Linear Discriminant Analysis (LDA) and Principal Component Analysis (PCA) are two major methods used to extract new features [4].
In this paper, we deal with basic issues for face recognition. Also, we use the wavelet to obtain the feature vector of an face image with lower dimensionality and more robust features, and also use direct discriminant analysis [5] for high dimensional data set of face to obtain feature space with higher separability and lower dimensionality.  We showed that the method combining DWT with DLDA outperformed the others in terms of classification rate although feature set obtained by the method had lower dimensionality.
This paper is organized as follows. In section 2, we overview a multilevel two-dimensional 2D discrete wavelet transform (DWT). Also, we describe the DLDA scheme to linearly transform the subimages of face image obtained by wavelet transform to new feature space with higher separability and lower dimensionality. The same operations of DWT and   DLDA are performed in training as well as testing phases. Experimental results and analysis will be stated in section 3, and finally the conclusions are given in section 4.
2 Feature Extraction
Classification systems deal with methods for assigning a set of input objects to a set of decision classes, and their accuracy depends on how well a set of features can represent a problem. Most applications emphasize finding a feature set that produces efficient and implementable results. In biometric systems, finding an acceptable set of features necessary for recognition and classification is a key part of designing efficient, implementable systems. 

If dimension of features is low, extensive trial and error will frequently reveal an adequate feature set. However, for real-world problems with high dimensional features, there is often little insight or knowledge as to which are the more suitable features - or if an appropriate set of features is even available. 
When dimension of features defining a problem is too high, we must select a robust set of features from an initial set to provide appropriate representation. We also must design an appropriate classifier to the selected features set. We have chosen the DWT and DLDA approach to obtain a robust and lower dimensional set of features. Fig.1. shows the face image samples from the ORL database. These images are used as input data of the following wavelet transform.
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Fig.1. The face image samples from the ORL database.

2.1 Wavelet Transform
 The hierarchical wavelet functions and its associated scaling functions are to decompose the original signal or image into different subbands. The decomposition process is recursively applied to the subbands to generate the next level of the hierarchy. The traditional pyramid-structured wavelet transform decomposes a signal into a set of frequency channels that have narrower bandwidths in the lower frequency region. The DWT was applied for texture classification and image compression because of its powerful capability for multiresolution decomposition analysis. The wavelet decomposition technique can be used to extract the intrinsic features for face recognition. We employ the multilevel 2D Daubechies wavelet transform to extract the face features. Using the wavelet transform, we decompose the image data into four subimages via the high-pass and low-pass filtering with respect to the column vectors and the row vectors of array pixels. 

In the case of discrete 2-D signals or images, the wavelet coefficients can be computed in a manner similar to the 1-D case. The 2-D wavelet packet basis functions can be expressed by the product of two 1-D wavelet basis functions along the horizontal and vertical directions. The corresponding 2-D filters can be also obtained by the tensor product of the low-pass filter 
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    The following Fig.2. shows the full balanced tree of pyramid-structured wavelet decomposition.

[image: image6.png]Decomposgition at level 3





Fig.2. Example of a 3-level wavelet transform of the face images
In this paper, we always select low frequency subimage for further decomposition. The three-level lowest frequency subimage is extracted as the feature vector. Generally, low frequency components represent the basic figure of an image, which is less sensitive to varying images. These components are the most informative subimages gearing with the highest discriminating power. The level of low frequency subimage chosen to extract the feature vector dependants on size of the initial face image. If the size is smaller then ORL face image, the one or two-level lowest frequency subimage maight be have higher discriminating power. 
2.2 Direct Linear Discriminant Analysis
After extraction of the face feature vector 
[image: image7.wmf]x

 by wavelet transform, the original face vector of 10,304 dimensions is transformed to the feature vector 
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 of 168 dimensions. Fig.3. shows the face images obtained by wavelet transform to compose the feature vector 
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 of 168 dimensions. To further reduce the feature dimensionality and enhance the class discrimination, we apply DLDA to convert the feature vector 
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 into a new discriminant vector 
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 with lower dimensions then the feature vector
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Fig.3. Eaxample of face images obtained by wavelet transform.

Existing LDA methods first use PCA to project the data into lower dimensions, and then use LDA to project the data into an even lower dimension. The PCA step, however, can remove those components that are useful for discrimination. The key idea of DLDA method is to discard the null space of  between-class scatter 
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 − which contains no useful information − rather than discarding the null space of 
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, which contains the most discriminative information[8]. Each scatter is given as follows:
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where 
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 is the number of class i feature vectors, 
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is the mean of class i, 
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 is the global mean, and 
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is the number of classes.

     The DLDA method is outlined below. We do not need to worry about the computational difficulty that both scatter matrices are too big to be held in memory because the dimensionality of input data is properly reduced by wavelet transform. 
      First, we diagonalize the 
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where the columns of 
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are the eigenvectors of 
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 is a diagonal matrix that contains the eigenvalues of 
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 in decreasing order. It is necessary to discard eigenvalues with 0 value and their eigenvectors, as projection directions with a total scatter of 0 do not carry any discriminative power at all [8].
      Let 
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where 
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 non-zero eigenvalues of 
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 in decreasing order and the columns of  
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contain the corresponding eigenvectors.
      The next step is to let 
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 may contain zeros in its diagonal. We can sort the diagonal elements of  
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 and discard some eigenvalues in the high end, together with the corresponding eigenvectors. 
      We compute the LDA matrix as
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Note that 
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 diagonalizes the numerator and denominator in Fisher’s criterion.

      Finally, we compute the transformation matrix  (2) that takes an 
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3 Experimental Results
We used face images from Olivetti-Oracle Research Lab (ORL) [7]. The ORL data set consists of 400 frontal faces: 10 tightly cropped images of 40 subjects with variations in poses, illuminations, facial expressions and accessories. The size of each image is 
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 pixels, with 256 grey levels per pixel.
We randomly choose five images per person for training, the other five for testing. To reduce variation, each experiment is repeated at least 20 times.
      We applied LDA, DWT+LDA, DLDA, and DWT+DLDA to a training set. We used the following recognition method for each method. The training data and test data are transformed by transformation matrix for each case, and assign the test data x  to the class of its nearest neighbor, where we say that 
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where 
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 is Euclidean distance measure.

Fig.4. shows the result of recognition rate vs. the number of features. The best recognition rate of the LDA approach is 78.58% with feature vector consisted of 25 components.
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Fig.4. Recognition Rate vs. Number of Features
The DLDA approach   achieves 94.65% recognition rate with feature vector consisted of 30 components. The DWT+LDA and DWT+DLDA approach achieve 92.25% and 96.43% with 20 and 35 features, respectively.  These results show that the wavelet approach is a efficient manner to obtain the face feature with high discriminating power.  From the Fig.4, We can also see the DWT+DLDA method achieves the best recognition rate. The recognition rates of these four methods are almost fixed after the number of features reaches around 10. In addition, recognition rate of the DWT+DLDA approach is 94.72% when the number of features is 15. It is higher than the best performance of the others. This shows that the DWT+DLDA approach can achieve better performance although it uses smaller number of basis vectors than the others.
4 Conclusion
In this paper, we have presented effective feature extraction methods for face recognition. The proposed algorithms are translation, rotation, and scale invariant. It is also insensitive to variations in the lighting conditions and noise levels.
      It specifically uses the multiresolution decomposition of 2-D discrete wavelet transform for extracting the robust feature set of low dimensionality. In addition, the DLDA method is used to obtain the feature set with higher discriminative power and lower dimensionality. These methods of feature extraction well suit with face recognition system while allowing the algorithm to be translation and rotation invariant. 
We showed that the DWT+DLDA method outperformed the LDA, DLDA, and DWT+DLDA in terms of classification rate. For the complex data consisting of many classes in the problem of face recognition, the DWT+DLDA method can be used for an alternative of LDA. It has the advantage of easy training, efficient testing, and good performance compared to other linear classifiers. For future works, it is necessary to conduct experiments on a large number of data so as to verify the efficiency and robustness of our approach. Other techniques for feature extraction and pattern matching can be handled from this point of view so as to propose the efficient methods for a reliable human face recognition system in real problems.
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