Iris Tilt Correctness in Iris Recognition System
JI-HYUN PARK, BYUNGJUN SON, YILLBYUNG LEE
Division of Computer and Information Engineering
Yonsei University
134 Shinchon-dong, Seodaemoon-gu, Seoul 120-749
SOUTH KOREA
Abstract: - In the Iris recognition system, preprocessing is designed for minimizing the loss of the information in the course of extracting iris area from eye image and transforming into data. Most Iris Recognition System is based on the assumption that the head is always in an upright position and the tilt of eye in the image is constant. Therefore, if the tilts of eye in images which are got from a person are various, the same features from iris data are relatively of the small number. As the result, the various tilt of eye causes the recognition rate to decrease. For solving this problem, it is suggested setting two new standards by using inner canthus and maximum variance with Principal Component Analysis (PCA). In this research, the experimental results show that it is possible to get the exact iris data in any tilt and improve the recognition rate by the proposed methods.
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1   Introduction

As rapidly developing into information society, personal identification is necessary for personal information protection and security in a special off limits place. But password or personal identity number (PIN) can be used by stealth, and physical means such as key or ID card have demerits which people must have always these things and sometimes people can miss these. The solution for the limitation of these security problems is the Biometrics which identifies persons by physical or behavioral features of each person [1].  
     The iris recognition is worthy of notice in the middle of the biometrics fields include fingerprints, voice-prints, face, hand geometry handwritten signature. The reason is that the iris pattern is more various than other organs of the body. Moreover, iris pattern is made before 3 year old and almost uncharged in a lifetime [2], [3].

     In general, iris recognition system consists of four steps: image acquisition, preprocessing, feature extraction, and identification or verification [4]. In these processes, preprocessing is a step which extracts effective iris data from eye image acquired by camera. Because the performance of iris recognition system depends on how exactly make iris data in this step, preprocessing is a very important step.
2   Related Works
General method which extracts iris data from eye images in most iris recognition system has a prior condition. It is that the head is always in an upright position and the tilt of eye in the acquired image is constant [5].
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Fig.1: Iris localization 

     On the this assumption, J. Daugman uses each iris parts which are extracted at an angle of 90° the left and right side from the center of pupil as left figure in Fig.1 [2]. Another Iris recognition system uses the lower part which is extracted at an angle of 180° from the center of pupil by considering the fact that most Asian eye is intruded by the upper eyebrow as right figure in Fig.1 [4].
     Though acquired eye images have high clearness, the recognition rate is decrease if tilt of eye is various in images. After getting eye image which horizontally is fixed in front of the camera, a lower part of iris is extracted for recognition rate as right figure in Fig.1. The decline of eye image is randomly changed within 5°, 10°, 15°, 20°, 25° and 30°, and we obtain recognition rate 20 times using wavelet transform and support vector machine (SVM) in total 30 classes which have 10 iris data each class. In each experiment, 5 iris data are randomly chosen as training data, the other data are chosen as test data in the middle of 10 iris data of each class.
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	Table 1: The change of recognition rate (%)

	
	5°
	10°
	15°
	20°
	25°
	30°

	MAX
	100
	100
	98.71
	97.42
	94.84
	94.19

	MIN
	98.06
	95.48
	94.84
	90.97
	83.23
	85.81

	AVG
	99.42
	98.42
	97.10
	94.90
	91.03
	89.39


As the result, the tilt of eye in image as the movement of the head is an important factor to decrease recognition rate.

     To solve this problem, existing method is that rotation invariance to correct for head tilt and cycolvergence of the eye within its orbit is achieved in a subsequent stage of analysis of the iris code itself [2]. Generally Asian eye is invaded by the upper eyebrow, so it is impossible to use whole iris data. Therefore, rotated angel of head is bigger, the number of extract feature in the iris which acquired from a person are lesser. It is the cause of low recognition rate. Another demerit is that existing method needs a lot of calculations and time, if the rotation angle is bigger or more class is tested.
     Because of these reasons, the standard which can acquired the iris in specified part of eye whatever the head tilt is, is needed. 

3   Inner Canthus (Inner Conner)
In this research, it is proposed the first new method to use inner canthus as a new standard for acquiring iris data.
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Fig. 2: Inner Canthus (inner corner) [6]
3.1
Decision of the Pupil Center
First of all, pupil center should be decided. After detecting edge in eye image by using canny edge detector, bisection method is applied in edge. This bisection method is a practical application of circular recognition method which is a kind of hough transform [7].

Fig. 3: Bisection method

     This method is applied to detect circular shape. Note that perpendicular bisector of chord of a circle passes through its center O. Let C be the midpoint of the cord
[image: image3.wmf]AB

. Then |
[image: image4.wmf]AC

| = |
[image: image5.wmf]BC

| and 
[image: image6.wmf]OC

⊥
[image: image7.wmf]AB

. Edges, extracted and grouped by canny edge detector, are applied to the bisection method. Locate cords 
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 with any two points in each group of connected edges and then get the distance coefficient to take a uniformity of distance from each edge point to the center. A lower distance coefficient means that shape is almost similar to circle. So, it is an inner boundary which has the lowest distance coefficient. 

     Center O is selected by the point which has a maximum hitting rate. The hitting rate is calculated by how many times some points on the cord 
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 are overlapped with others.

3.2
Decision of Inner Canthus

To decide inner canthus, we have four steps as follow. 
· Gaussian filter is used to remove noise which is made when took an eye image, subsequently sobel filter is used for edge detecting. To reduce calculations, thinning algrorithm is applied as Fig.4.

· The coordinate system which the center of the pupil is set up as the origin is supposed. In this system, inner canthus is searched within 135°~225° in the case of the left eye, 315°~365° and 0°~45° in the case of the right eye as Fig.5.

· In the search area, a point which is farthest away from the center of the pupil can be inner canthus candidate as Fig.6.

· Finally, edges around of the selected candidate point are searched, and it is checked that upper eyelid line edge and lower eyelid line edge meet at inner canthus candidate as Fig.7.
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	Fig.4 : Edge detecting
	Fig.5: Two inner

canthus candidate
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	Fig.6 : Inner canthus
	Fig.7: Eyelid line 
edge check.


3.3
Inner Canthus Line
Because inner canthus is decided, inner canthus line connects the center of the pupil and it as Fig.8. This line can be standard line in planar translation which changes iris pattern between pupil boundary (inner boundary) and iris boundary (outer boundary) into iris data. 
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	Fig.8: Inner canthus line
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Fig.9: Iris data
    The upper eyebrow has a bad effect on the outer canthus (the opposite direction of this inner canthus) when iris data is made. As the result, the iris data is made in only 120° lower part of iris.
4   Maximum Variance

The second new method is to use maximum variance of edges in eye image for acquiring iris data. Principal component analysis (PCA) is used for maximum variance. PCA removes correlations between variables and signals and searches the direction for maximum variance. So data are projected on this axis, and then projected data have the properties of all other data [8].
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Fig. 10: Two-dimensional eye image

If there are two-dimensional data – edges of eye– on the coordinate system as Fig.10, the 2 by 2 scatter matrix such as the equation (1) is made by these data.
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And then, eigenvalue 
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can be got from the equation (2). 
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The value of eigenvalue 
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 means the decline of the direction which the variance of the data is the biggest.
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Fig 11: The decision of axis which has max variance
     The edges of eye are extracted from image by the canny edge detector. After edges of pupil boundary (inner boundary) are removed to decrease the mathematical operations, the axis which has maximum variance is selected by using rest edges. Suppose the coordinate of average point is M (
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). If arbitrary points on the axis are supposed as 
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The maximum variance line
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 is decided as equation (3).
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Fig. 12: The edge of eye and maximum variance line
     Because the center of pupil boundary (inner boundary) is closer to nose than center of iris boundary (outer boundary) [2], iris is extracted according the maximum variance line from the side of nose. As the same reason with inner canthus line, the upper eyebrow has a bad effect on the outer canthus when iris data is made. As the result, the iris data is made by using only 120° lower part of iris.
5   Experimental Environments

The proposed methods have been implemented using Microsoft Visual C++ 6.0 on a personal computer with a Pentium IV processor and 256MB system memory. Eye images were acquired through a CCD camera with an LED (Light-Emitting Diode) lamp around the lens under indoor light. The size of image is 240*320 with 256 gray levels, and data are consisted of 1010 eye images which are acquired from 90 individuals with various eye tilt (left and right eye). 

6   Results
In the middle of total 1010 eye images, inner canthus is exactly decided in 863 eye images. As result, inner canthus decision rate is 85.45%. After extracting iris data by using inner canthus line, we obtain recognition rate 20 times using wavelet transform and SVM in total 30 classes which have 10 iris data each class. In each experiment, 5 iris data are randomly chosen as training data, the other data are chosen as test data in the middle of 10 iris data of each class. The recognition rate is 98.55%. 
     For same data of 30 classes, we obtain recognition rate with same method after extracting iris data by using maximum variance line. The recognition rate is 98.97%.
	Table 2: Inner canthus line recognition rate and

Maximum variance line recognition rate (%)

	
	Inner canthus line
	Maximum variance line

	MAX
	99.31
	100

	MIN
	97.24
	96.55

	AVG
	98.55
	98.97


7 Conclusions

In the pattern recognition of iris, the loss of iris information of user should be minimized when iris data is extracted. In this research, we suggest inner canthus line and maximum variance line as two standard lines which extract iris data, when eye images are acquired with various tilts. Inner canthus decision rate is 85.45% and iris recognition rate for iris data extracted by inner canthus line is 98.55%. The recognition rate by using maximum variance line is 98.97%.
     For using inner canthus line, inner canthus must be included in eye image and the inner canthus decision rate is only 85.45%. However, maximum variance does not have these demerits. As the result, iris localization by maximum variance line is more efficient than inner canthus line. 
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