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Abstract: Upgrading the level of knowledge is one of the most important objectives in education and pedagogy. In this paper we propose a framework for an ontology-based interactive tutoring system. System is composed of four interconnected components, a tutor module, a light-weight student modeler, an assessor and a reasoning engine. The system is fully automated as tries to tutor a domain ontology without a specific curriculum or topic ontology. Our proposed approach gives extra authority to the users to explore all available information and switch between learning and evaluation based on their preferences. Thus, it seams to be more appropriate for intermediate students that have preliminary knowledge about the domain and not for novitiates.
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1   Introduction

In recent years, ontology engineering has been drawing much attention in the domain of intelligent tutoring systems (ITS) ‎[1]

 REF _Ref63157390 \r \h 
 \* MERGEFORMAT ‎[2]. Ontology is an explicit formal specification of how to represent the objects, concepts and other entities that are assumed to exist in some area of interest and the relationships that hold among them. Many advanced architectures have adopted ontologies for their knowledge representation because it enables accumulation of knowledge and supports knowledge reuse and sharing among different systems.
Researchers in different organizations and enterprises spend much effort in creating general or domain-specific ontologies for their needs. In the other hand, building educational materials for intelligent tutoring systems is difficult and time-consuming. Thus, it worth building an ITS that can use preexisting ontologies without much effort.
Here, we provide a framework for an ontology-based intelligent tutoring system. The system accepts a domain ontology ‎[3] and tries to tutor knowledge to the learners and evaluates them according to their answers to automatically generated questions. It also infers the curriculum dynamically based on user’s responses and from preexisting relations and hierarchies between concepts in the domain ontology. Thus, the architecture doesn’t need an explicit task ontology ‎[3] or topic ontology ‎[2].
The remaining of the paper is structured as follows. Section 2 describes a sample domain ontology that is used currently for tutoring in the system. Section 3, 4, 5 and 6 present four interconnected components of the system that are Tutor, Student Modeler, Assessor and Reasoning Engine, respectively. Section 7 concludes the paper and presents our planned activities for future.
2   Domain Ontology
The architecture just needs a domain ontology and tries to other necessary information from it. Thus, domain ontology should have minimum requirements to make effective tutoring. Currently, the system has been destined to work with an ontology in Telecommunications domain. The ontology was originally created for a Question/Answering system, named TeLQAS ‎[4]. 
As it is shown in figure 1, in TeLQAS, ontology has a pivot role in finding relevant information for users’ information needs. Users express queries in natural language. The reasoning engine of TeLQAS tries to find exact answers from the ontology and returns back answers in natural language to users. If the answer couldn’t be found in the ontology, it exploits text summarization to extract useful information from relevant categorized documents in the local text warehouse and pages are retrieved from Web. Some components of TeLQAS are used in our intelligent tutor. In addition, TeLQAS is used as a complementary component in the Tutor module (next section).
In the ontology, there are more than 10 different relation types, which are more or less general and can be used in any domain. Among them, the relation types ‘IS A’ and ‘HAS A’, which are used in almost all ontology graphs, are two important types of relations which specify the inheritance and containment relationship consequently. 
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Fig. 1- TeLQAS Q/A architecture
In Table 1, some major relation types have been determined. Among the considered relation types, ‘DEFINITION’, ‘EQUAL’, and ‘SPECIFICATION’, are used to link a concept to some attributes to determine ‘the definition of a concept’, ‘equal keywords of a concept (i.e. synonym, abbreviation and acronym)’, and ‘specifications of a concept, respectively. For example, a ‘SPECIFICATION’ relation coming out from a concept ‘i386’ to an attribute ‘data bus = 32 bits’ is specifying that ‘The data bus of ‘i386’ is 32 bits’. Also, DOCUMENTATION’ relation is used to link a concept to the relevant documents in the system’s text warehouse. Figure 2, shows a typical node in TeLQAS ontology.
Table 1- Major relation types in TeLQAS ontology
	Relation Type

	IS A

	HAS A

	DEFINITION

	EQUAL 
(Synonym, Abbreviation, Acronym)

	CAUSES, CAUSED BY 
(inverse)

	USES, USED BY 
(inverse)

	AFFECTS, AFFECTED BY
(inverse)

	SPECIFICATION


3   Tutor Module

In the learning phase, all available knowledge related to the selected concept in the domain ontology is presented to the learner. Tutor Module picks up next concept from a queue that is filled up by the reasoning engine (section 6).

Every concept (node) has a Definition attribute that describes it in the domain. This has been extracted by expert from relevant documents when developing the ontology. In the first step, this string is presented to the student as an abstract of the concept.
In addition to Definition attribute, each node may have also some attributes and relations to other concepts. A Natural Language Generator (NLG) will convert these relations to readable sentences and presents them to the user.
In the ontology, some nodes contain links to the related documents in the system’s text warehouse. If the student needs more information, system will present him/her those documents through a HTML interface where every occurrence of the current concept is highlighted and all other concepts in the ontology are hyperlinked to the corresponding nodes in the ontology graph.
By reading these documents, the student achieves better understanding about the concept and he/she might follow links to the related concepts to explore other unknown issues that are imperative for him/her to comprehend current one. Finally, if either available documents are not sufficient, or the user requests for more information, additional pages will be retrieved form web and summarized. 
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Fig. 2- A typical node in TeLQAS ontology

As mentioned before, TeLQAS Question/Answering system, serves the tutor as a backend component. This feature enables users to ask questions from the system in natural language. The tutor directs the request to TeLQAS and returns back the answer in natural language to the students. Figure 3 shows the whole process for the concept was depicted in figure 2. 
The above steps are applicable only when the ontology supports them by appropriate attributes for related sources of information. Our current ontology has this property.
The tutor gives extra authority to the users to explore all available information and switch between learning and assessment based on their preferences. At any time, they can bypass the focused concept and traverse the ontology to view another interesting or unknown concept. 

4   Student Model

For each student, system maintains a separate instance of the domain ontology where each node of the graph contains an additional attribute that denotes the belief of system in knowledge level of the student about that concept (KL attribute in figure 2). This number is normalized between 0 and 1. A student that can answer correctly all questions produced by assessor module (next section) will achieve a knowledge level very close to 1 for that concept. Initially all concepts have zero knowledge level for a newcomer. This simplistic student model is very similar to the approach has been proposed in ‎[6].

[image: image3]
Fig. 3- Presented knowledge for a typical concept 
5   Assessor Module

This module generates natural language question for a concept based on its attributes and relations. For example, Figure 4 shows some questions about GSM 1800 that depicted in figure 2. All questions are multiple-choices. Feasible answers are selected from neighbor nodes (siblings) or similar concepts.


[image: image4]
Fig. 4- some questions will be asked from the student
Each correct answer leads to the increase in the system’s belief in knowledge level (KL) of the student for that concept. After answering all questions (correct of wrong), a reasoning engine decides to stay in the current concept or to choose another concept for education.
6   Reasoning Engine

Reasoning engine (RE) tries to extract an approximate curriculum from preexisting relations in the domain ontology and current state of student model (KL attributes). Two types of relations conduct RE in traversing ontology graph. They are “IS A” and “HAS A” relations. 
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Fig. 5- 
When there is a “HAS A” relation (inverse form of part-of relation) from current node to others, RE decides to tutor those parts next. In figure 5, after presenting available information about “GSM Network”, RE decides to tutor constituent parts of the “GSM Network. Thus RE puts these new nodes in a queue and launches Tutor module again. After visiting child nodes, assessor module will be permitted to ask compound questions such as: “Which of the following isn’t an integral part of GSM networks?”
“IS A” relations (inverse from of has-type) constitutes a large percent of all relations in a typical ontology. These connections denote Specialization/Generalization relationships between concepts. When other nodes have “IS A” relation with current node, RE plans to visit them in order by putting them in the tutoring queue. In this way, tutoring will be from more general concepts to more specific ones. When all child concepts are visited, RE may decide to tutor from more specific to more general concepts. 
The values of KL attributes help RE to decide in decision making. For example, if the student has a good score (KL) for all types of GSM 1800 networks then it is reasonable to present a more general concept GSM, if not visited yet. If the student has got an unsatisfying KL for a specific GSM 1800 network, RE plans to tutor that concept again, or to provide some information about a more general concept GSM and coming back to that problematic concept.
RE also considers similarities between two concepts. In this case, there are not any “IS A” or “HAS A” relations between concepts. For example, in figure 6, there aren’t any explicit relations between PDC 800 and GSM 1800. However, RE founds some similarity between them for Bandwidth and Modulation type. If the student has got problems in understanding GSM 1800, RE tries to introduce PDC 800 and returns back to GSM 1800 afterwards.
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Fig. 6- Two similar nodes without any explicit connections
Because all questions are generated and evaluated automatically, there is a limitation in the assessment of different type of knowledge that students learn from the tutor. In addition, the assessment is just in Knowledge level according to the taxonomy of educational objectives by Benjamin Bloom ‎[7].

We aim to exploit Human Plausible Reasoning ‎[8] to enhance our reasoning process. This theory attempts to describe how people actually reason about imperfect and uncertain premises. It defines a variety of inference patterns that don’t occur in formal logic-based theories, such as generalization, specification, similarity and dissimilarity. Using this theory, we hope to achieve better navigation among concepts and to assess knowledge level of the students in higher levels than just Knowledge according to the taxonomy of Bloom.
7   Conclusion
In our proposed system, tutoring is achieved using a domain-specific ontology that may be created for other applications. The salient point in our approach is dynamic extraction of the curriculum based on preexisting relations in the ontology and the responses from the user. Thus, any standard ontology from any context can be used for tutoring with minimal effort.
The architecture of our ITS has been greatly affected by the formation of TeLQAS. There is a planned activity for employing human plausible reasoning in the answer extraction component of TeLQAS. In case of promising results, we’ll also implement a variation of the theory in the reasoning engine of Evaluator module in our ITS in future.
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1. How many radio channels “GSM 1800” has?


2. Please specify the bandwidth of “GSM 1800”.


3. What is the modulation type of “GSM 1800”?


4. Is “GSM 1800” digital or analog?
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1. Definition


GSM 1800 is a version of GSM adapted to the 1800 MHZ frequency band.





2. Relations


This device has 375 radio channels and a bandwidth of 75 MHz. The modulation type is GSMK. The technology used for GSM 1800 is Digital.





3. Summarized document(s) from local text warehouse


Poynting designs, manufactures and supplies antennas in the 2MHz to 6GHz frequency range. Our antennas are primarily for the Wireless ISM band, Cellular bands (TACS, TDMA / CDMA / AMPS, GSM, GSM1800 …





4. Summarized page(s) from Web


Also known as DCS 1800 or PCN, GSM 1800 is a digital network working on a frequency of 1800 MHz. It is used in Europe, Asia-Pacific and Australia.


http://www.telestial.com/glossary.htm





5. Question Answering


Question asked by the student:


What are the differences between “GSM 1800” and “GSM 1900” series?





Answer from Q/A component:


GSM 1800 and GSM 1900 are different in bandwidth and radio channels attributes. GSM 1800 has 375 radio channels and its bandwidth is 75 MHz, while GSM 1900 has 300 radio channels and its bandwidth is 60 MHz. 
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