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Abstract:-   This paper describes a system for creating a photo-realistic model of the human head that can be animated and lip-synched using the phonetic transcripts. It is combined with Text To Speech Synthesizer (TTS) to generate video animations of talking heads that closely resemble human face. To get a naturally looking face data-driven approach is taken. A person is allowed to talk and it is recorded. Then image recognition is applied to extract bitmaps of facial parts. These bitmaps are normalized and parameterized and then stored in the database. For synthesis TTS produces the audio file and the phonetic transcripts from which trajectories are computed for all facial parts. Sampling these trajectories and retrieving the corresponding bitmaps from the database produces animated facial parts. These facial parts are projected and blended into an image of the whole head using its pose information. This talking head model produces new never recorded speech of the person who was originally recorded. These animations are useful as a front end for agents and avatars in multimedia applications such as virtual operators, virtual announcers, educational and expert systems.
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Introduction:

                          Animated characters and talking heads are playing an important role in computer interfaces. An animated talking head attracts immediately the attention of the user and can make a task more engaging and adds entertainment value to an application. For learning tasks several researchers report that animated characters can increase the attention of the user and hence improve learning results. When used as avatars, lively talking heads can make an encounter in a virtual world more engaging.



Often a cartoon character or a robot like face will do, but we respond strongly to a real face. For an educational program, a real face is preferable. A cartoon character is associated with entertainment, not to be taken seriously. An animated face of a computer teacher can create an atmosphere conductive to learning and therefore increase the impact of educational software. Generating animated talking heads that look like real people is a very challenging task and all synthesized heads are still far from reaching this goal. To be natural a face has to be just not photo realistic in appearance but it must also exhibit proper plastic deformations of the lip synchronized with speech, realistic head movements and emotional expressions.



To synthesize talking head animations this system proceeds in 2 ways. In the first step video footage of a talking person is analyzed to extract image samples of several facial parts such as mouth, eyes, forehead etc. In the second step phonetic transcripts from TTS is used to select and reassemble facial part samples into an animation. This synthesis is performed for each animation. We create a model of the head of the recorded person in such a way that it can be used for both analysis and synthesis. The head model consists of two main parts: a rough three dimensional polygon model and a set of textures for each polygon. These polygons marking the position of facial parts on the subjects head are used to model the rigid movements of the head.

Analysis

 

In analysis there are many sub phases. They are 

1.
Data capture:



A person is allowed to talk and it is recorded using a camera. He/she is allowed some phrases of different durations. The typical head movements during speech are captured and some ways of articulating words can be found. The robust face location algorithms are used so that no special markers are required. Lip movements may be faster which may cause blurred image. So the recording rate will be 60 frames/sec. The audio and video are recorded uncompressed on a digital tape and later compressed into MPEG video files and PCM audio files. 

2.
Locating the face:


Sample-based synthesis of talking heads depends on a reliable and accurate recognition of the face and of the positions of the facial features. Manual segmentation is not feasible. So the main challenge for the face recognition system is the high precision with which the facial features have to be located. Moreover when parts of face are integrated into a new face, they have to be placed with an accuracy of one pixel or better. Otherwise the animations look jerky. So to achieve such a high precision, the analysis proceeds in three steps, each with an increased accuracy. The first step finds a coarse outline of the head plus estimates of the positions of the major facial features. In the second step the areas around the mouth, the nostrils and the eyes are analyzed. The third step zooms in on specific points of  facial features such as the corners of the eyes, of the mouth, and of the eyebrows, and measures their positions with high accuracy.

3.         Measuring facial features:


The analysis described earlier produces an appropriate measure of the positions of facial features but not an accurate description of their shapes. The areas around eyes, mouth, and the lower end of the nose have to be analyzed. The algorithm proceeds with the color segmentation of the areas around the mouth and the eyes. In a training phase using a few sample images, these areas are analyzed manually. A leader clustering of the hue saturation luminance color space produced patches that were labeled to identify various parts of the mouth and the eyes. An image of the mouth area is thresholded for each of the color clusters, followed by a connected component analysis on each of the resulting binary images. By analyzing the shapes of a connected components and their relative positions the colors are assigned to the teeth, the lips, and the inner, dark part of the mouth. Recalibrating the color thresholds dynamically during the analysis by applying color clustering every 20-50 frames can track changes in lighting conditions and improves the result.

4.
High accuracy feature points:


Correlation analysis is well suited to find the location of feature points in the face with the precision needed for measuring the head pose. During the analysis phase for an image and a given feature point a kernel is chosen with dimensions that are most similar to the ones of the image and this kernel is scanned over the area around the feature points. A correlation analysis or matched filter approach works well if the kernel resembles closely the image to be located. Feature points change significantly in appearance depending on the head orientation, the lighting conditions and whether the mouth is open or closed. Therefore a single kernel is not sufficient for an accurate determination of the position. The correlation function shows a prominent global minimum at the location of the mouth corners. Moreover this function is monotonically decreasing towards the minimum. The locations of the eyebrows help identifying emotions while precise locations of the mouth corners are needed for selecting the mouth shapes for articulating speech. 



5.
Pose elimination:


The pose elimination technique is applied using six feature points in the face. This elimination technique starts with the assumption that all points of the 3-D model lie in a plane parallel to the image plane. Then by iteration the algorithm adjusts the 3-D model points until their projections into the image plane coincide with corresponding localized image points. This algorithm is stable with the measurement errors and it converges in just a few iterations. If the recognized module has failed to identify eyes or nostrils on a given frame, that frame is ignored during the model creation module. The module marks the inner and outer corners of the eyes and the center of the nostrils. The locations of the nostrils are flexible and robust. The location of eye corners is less reliable because their positions change slightly during the postures. All possible combinations of the recognition errors are calculated for a given perrurbarion .

6. 
Sample extraction:


Once the head pose is known the set of polygons marking the 3-D shape of the facial part is projected into the image plane. The pixels within the areas are unwarped using the bilinear interpolation and are combined into a rectangular bitmaps. 

The resolution of these bitmaps should be adapted to the target output. The bitmaps can be compressed using the standard compression techniques such as JPEG and MPEG before saved into a database. In this way one minute of speech of the mouth facial part results in an MPEG file of size 12MB.

7.
Sample parameterization:


Once all the samples of a facial parts are extracted and stored as bitmaps, several features are computed and attached  to the samples to enable fast access and selection from the database during the synthesis. The features used are 

a)    Geometric features:
These are features derived from the type, relative position and the size of facial parts in the sample image. They are obtained from the facial locator module and are transformed to correspond to a normalized frontal view of the head. For example the mouth is described with three parameters: the width, the position of upper lip and position of lower lip.

b)    Pixel based features:
They are calculated from the sample pixels using the principle component analysis(PCA). The samples have been normalized and PCA components are very good features for discriminating fine details in the shapes of facial parts.

c)    Head pose:
These are angles and the positions of the head in the given image. 

This is saved for each image that is used as a base face.

d)    Original sequence and frame number:
These are the frame number and sequence number in the original recorded video data. This is useful when selecting samples for an animation.

e)    Phonetic information:
This information is obtained using the automatic speech recognition techniques.

8.
Database of samples:


The space defined by the geometric features of a facial part is quantized at regular intervals. This creates a n-dimensional lattice where n is the number of parameters and each lattice point represents a particular appearance of the facial part. Each sample is inserted in the closest lattice entry. Next the samples of each lattice entry are clustered using the pixel based features. We use a simple two pass leader cluster algorithm. The number of samples kept in each lattice point varies with some being empty. Having multiple samples per lattice point is necessary. This would multiply the number of samples in the database. Being more aggressive in clustering samples with lattice points results in a smaller database of samples. After clustering, the size of the database was reduced by half without noticeable loss in the quality of the animations.

Synthesis:

1.
Audio input:


Talking head animators are driven by audio input whether in the form of recorded audio or from a synthesized audio.The drawback of using TTS is that most of them produce speech with a distinctly robot like sound.Only very recent progress in speech technology has produced speech that can be considered natural.Starting from a ASCII text input, TTS produces a sound file along with phonetic transcripts. This transcripts include precise timing information for each phoneme.

2.       Animation of the mouth:

To animate the mouth from a phonemes, the naive approach of mapping each phoneme to a particular mouth shape leads to poor articulation.This is because of the coarticulation effect. When we articulate the phoneme the lips,the jaw and tongue get ready ahead of time to articulate the next phoneme(s). To create a video animation the trajectory is sampled at the video rate. Then for each sample point the closest lattice point entry of geometric feature is chosen providing a set of candidate mouth bitmaps. A graph is then constructed for the animation containing a list of candidate mouth bitmaps for each video frame. Transition costa are calculated between candidates of two consecutive frames.

3. Transitions:

            When transition costs between frames are high indicating a large visual difference the transition is smoothened by gradually merging one frame into other using alpha-blending.The number of samples that are used to create a transition varies depending on the sampling rate,the sample duration and transition cost. To enhance the quality and avoid occasional see through effect of alpha blending morphing technique is used. For other facial parts except mouth morphing provides better results.

4. Other facial parts:

Special markers are put in the text to control amplitude,length,onset and offset of facial animations.This is an easy way to provide synchronization of conversational cues such as facial parts movements that accompany the spoken text.A set of recorded sequences of speech is used where the subject was asked to speak while keeping jaw movements to be minimum.Thus the artifacts that appear when overlaying a closed mouth are avoided.

5. Rendering:

To synthesize a new face with a certain mouth shape and emotional expressions, the proper sample bitmaps are chosen for each of facial parts.For example at a given time of an animation, the talking head is supposed to utter an “u” with emphasis with the head slightly lowered.The coarticulation module selects the proper sample bitmap from the database.Then a base face is selected. The bitmap of the base face is copied into frame buffer, then bitmaps of face parts are porjected into base face.To avoid boundary artifacts gradual blending or feathering masks are used.
Conclusion:
The aim of the model is to create talking heads that can be photo realistic animations. The overall system is able to produce video files(AVI compressed in MPEG) from ASCII text input without any manual intervention.The text is sent to TTS module which produces audio file and phoneme file.The synthesis module produces video file.Using image samples captured while a subject was speaking preserves its original appearance.Using photographs as parts of computer graphics is an old tradition.Recent advances in accuracy and robustness of face recognition systems make the approach more feasible.The pose of the head and precise location of the facial parts on tens of thousands of video frames are computed resulting in a rich yet compact database of samples.The results are lively animations with a pleasing appearance that resemble closely a human face.This system looks promising for generating talking heads that can enliven computer user interfaces and future encounters among avatars in cyberspace.
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