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Abstract: - The Internet Key Exchange (IKE) protocol is widely used as the kernel part of IPsec to build the 
virtual private networks. In the standardized IKE (RFC 2049), an identity (ID) field is included in the protocol 
exchanges in order to identify an involved party. However both in literature and practice, misuses of the ID 
field have occurred. In this paper, we address and clarify this problem, i.e. how to use an ID to identify a party 
in IKE in practice. We then go on to conclude that in most cases this mandatory field is not necessary in the 
main mode exchange and having the field as an option, IKE can achieve extra security properties. 
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1   Introduction 
IPSec is a layer-three security protocol suit to 
provide network security for the IP-based 
communication. In the protocol suit, Authentication 
Header (AH) [9] and Encapsulation Security 
Payload (ESP) [10] are used along with the 
exchanged secrets between the communicating 
parties to provide security services. IKE [7] is used 
to establish the agreed secret dynamically. 
     An IKE session consists of two phases. The 
phase-one exchange assumes that each of the two 
parties engaged in the session has an identity by 
which the other side recognizes it, and associated 
with that identity is some type of secret that can be 
verified by the other side. The secret might be a pre-
shared secret key or the private portion of a 
public/private key pair. During phase one, a mutual 
authentication based on that secret is performed and 
a Diffie-Hellman (D-H) key agreement is used to 
establish a session key that will be used to protect 
the remainder of the session. Phase one can be 
completed in two modes, i.e. the main mode and the 
aggressive mode. The aggressive mode uses fewer 
messages than the main mode but with less security. 
With the variants of the secrets, the protocol in 
phase one can use pre-shared-secret-keyed 
pseudorandom function, public key encryption or 
signature to complete the mutual authentication. 
After phase one, an Internet Security Association 
and Key Management Protocol (ISAKMP) [15] 
security association (SA) will be established.  
     Phase two (or the so called “quick mode”) is used 
to establish one or more IPSec SAs. This phase 
includes the distribution of secrets and the 

negotiation of transforms used by AH or ESP to 
protect the subsequent communications between the 
two involved parties. The messages exchanged in 
phase two are protected by the ISAKMP SA that 
was established during phase one. Note that multiple 
phase-two exchanges can be launched under the 
protection of the same ISAKMP SA.  
     In the IKE protocol, four identities have been 
used either explicitly or implicitly (in fact, one more 
identity is used in the quick mode), i.e. 
1. ID1 is the IP address that is used to transmit the 

messages. 
2. ID2 is IDX that is declared by a party X in the 

messages to the intended party. 
3. ID3 is the identification of a party’s key (or one 

of the party’s keys) that is bound with a public 
key of the party (possibly through a certificate) 
or a pre-shared secret key. 

4. ID4 is the generic ID of a party. 
In a normal protocol, ID2, ID3 and ID4 are the 

same. For example, in a client and server system 
using a password-based protocol, each user has a 
unique user ID (ID4), and each user ID is bound 
with a secret password. Hence ID3 is equal to ID4. 
When a client tells the server its user ID via a 
message to log in, the ID field (ID2) in the message 
denotes a unique user. Hence ID2 acts as ID4. In the 
protocol exchanges, the client shows the server the 
witness of its possession of the password owned by 
user ID2. Because ID3 is equal to ID4, the above 
process can be interpreted in another way, i.e. ID2 in 
the message works as ID3. When the server is 
convinced that the client has possession of the 



password identified by ID2, it is assured that the 
client is just the user who owns the password.  

However, in IKE the situation is complicated. A 
party in IKE is no longer a simple user or a security 
gateway. In fact a party is a legitimate delegation of 
a traffic flow identified by traffic flow selectors [8] 
(Section 3 discusses the implication of a party in 
IKE). A party can have more than one key, so it has 
more than one ID3. Hence ID3 is no longer equal to 
ID4. Furthermore normally there is no direct relation 
between a party’s ID and the IDs of keys owned by 
the party in many cases. Although in IKE, ID2 is 
assumed to act as ID4 to identify a party [16] (in 
fact, in some cases ID2 is equivalent to ID4, while 
in other cases, ID2 is just ID3), the only assurance 
that the peer party has possession of a secret 
identified by ID2 (ID2 acts as ID3) can no longer 
guarantee the security, because an internal attacker 
can launch the man-in-the-middle attack to 
impersonate other parties. For example, in a system, 
there are three security gateways SGV, SGAC and 
SGBD. SGAC manages a traffic flow from A to C 
which is associated with a certificate whose identity 
is IDAC, while SGBD manages a traffic flow from B 
to D which is associated with a certificate whose 
identity is IDBD. If SGV regards ID2 as ID3 and only 
checks if SGBD has possession of the private key 
corresponding to IDBD, SGBD can impersonate SGAC 
to build a security channel for the traffic flow from 
A to C. Hence, it is crucial to check the authenticity 
of the declared ID and at same time differentiate the 
roles of IDs. However, this problem is more 
complicated in IKE because of the use of two phases 
and two IDs. In the literature, the problem seems to 
be ignored when people are designing or analyzing 
the protocol and in practice mistakes are made in 
some implementations. In this paper, we analyze 
how to use the ID field in the main mode and the 
quick mode and also discuss the implications of this 
problem to the protocol design. 
     The paper is organized as follows. For the ease of 
understanding the problem, some security flaws in 
using ID2 in practice are presented in the next 
section. We discuss the proper use of the ID field in 
practice in section 3 and the implications of the ID 
problem in section 4. A conclusion is drawn in the 
final part.  

 
 

2   Mistakes In Practice 
FreeSwan is a major open source project, which 
implements IPsec. A recognized feature of 
FreeSwan is the Opportunistic Encryption (OE) 
[25][20] whose aim is to allow encryption without 

any specific pre-arrangement on the pair of systems 
involved. The basic idea of the OE is to use the 
DNSSEC [4][5][6] systems to distribute public keys 
securely and use the public key encryption or 
signature to authenticate the parties involved. Some 
new types of DNS records are introduced, including 
a TXT format record (delegation record) to store the 
possible gateways for the source of a traffic flow, a 
KEY record to store the public key for a party 
identified by a fully qualified domain name (FQDN) 
or an IP address, etc. A new specification to store 
the information used by IPsec in DNS is under 
development [19]. The exact procedure to establish 
a session key using the OE is specified in [25][20]. 
The procedure can be demonstrated by the following 
example.

 
Figure 1. Network Topology 

     As the topology in Fig. 1, the Source sends out a 
packet that is intercepted at the Initiator. Given an 
intercepted packet, the Initiator must according to 
the Destination IP address of the packet quickly 
determine the Responder (the Destination’s Security 
Gateway (SG)) and fetch everything (a public key 
record and a delegation record) needed to 
authenticate the Responder from a DNS server with 
security extensions. The Responder must do 
likewise for the Initiator. To prevent an illegitimate 
party from initiating an IKE session, phase one and 
two are connected. In phase two, the Responder 
should check if the Initiator has the authority to 
delegate the Source to establish the security 
association. Due to lack of space, the details of the 
OE are omitted (the attack presented in the 
following part follows the OE procedure specified in 
[25] exactly). 
     In the OE specification, ID2 acts as ID4 and the 
OE uses ID2 to retrieve the public key of the party 
through DNSSEC servers. Hence ID2 is also used as 
ID3. Therefore the OE faces the same question, i.e. 
how to guarantee that ID2 is a legitimate 
representation of ID4. The OE uses the DNSSEC 
systems to guarantee the authenticity of the public 
key corresponding to ID2 and uses the TXT 
record(s) to verify that ID2 is a legitimate delegation 
for the intended traffic flow. In principle, if both 
parties eventually confirm that the peer party is 
authorized to act on behalf of the client host behind 
it (if any), the man-in-the-middle attack is not 
feasible. But in the specification, there is still a flaw 
under certain circumstances, specifically if the OE 
follows the procedure using step 1, 2B, 3-8, 9B, 10-
13 in [25], the man-in-the-middle attack is still 



feasible based on the following prerequisites (any 
internal attacker satisfies the requirements): 
1. The adversary IDE has a legitimate KEY record 

in the DNS system. 
2. The adversary IDE has a legitimate TXT record 

in the DNS system, which indicates that IDE is 
authorized to act as the SG for another source S 
(which could be a subset or a single host IP 
address). 

The attack can be launched in the following way. 
�� In steps 5 and 6, the adversary replaces the D-H 

exchanges of the Responder and Initiator with 
its own selections respectively. 

�� In step 7, the adversary replaces the Initiator’s 
ID in the message to the Responder with its 
own ID IDE. 

�� In step 8, the adversary replaces the 
Responder’s ID in the message to the Initiator 
with its own ID IDE. 

Phase one is broken by the man-in-the-middle attack 
successfully. The attack is feasible because, for the 
Responder, the Initiator’s ID in step 7 will overrule 
the KEY result obtained in step 4 and, for the 
Initiator, in step 9B it uses the Responder’s ID in the 
message sent in step 8 to retrieve the KEY. This 
attack is not feasible if the OE is in the case of using 
2A and 9A because the Initiator will not use the ID 
of the Responder in the message sent in step 8 to 
retrieve the KEY record, instead it uses the 
Responder’s IP address (or FQND from the 
DNSSEC) to retrieve the public key, as in step 2A. 
     The OE uses delegation authority check (checks 
whether the ID field is legitimate) in phase two to 
preclude some types of man-in-the-middle attacks. 
So the completion of phase one does not guarantee 
that phase two can be completed. And if the phase-
two procedure is not completed successfully, the 
adversary can obtain some useful information, but 
cannot read the content of the subsequent 
communications. However, in the scenario where 
2B and 9B is used, the adversary can complete 
phase two indeed. When the adversary intercepts the 
message sent by the Initiator in step 10, it can then 
launch two types of attacks:  
�� Attack 1. The adversary acts as the Responder 

to respond to the message sent in step 10 and it 
can indeed construct the response with the 
information collected in the previous steps. 
Once phase two is completed, the adversary can 
decrypt any message sent from the Source. 

�� Attack 2. After the operation in Attack 1, the 
adversary creates a new phase-two message to 
the Responder with its own authorized source 
S. Because the adversary uses its own source S, 
this message passes the Responder’s check in 

step 11. Hence, the adversary creates a security 
association with the Initiator and the Responder 
separately. In this attack, the adversary should 
change the source IP address of all the packets 
sent from the Source to one IP address selected 
from its own authorized source S and change 
the destination IP address of all the packets sent 
from Responder to the original Source’s IP 
address. At the same time, the adversary must 
decapsulate and encapsulate the packets 
between two security associations. In attack 2, 
the adversary can now read the messages from 
both sides. 

     Recently, Thor presented two types of attacks on 
vendor implementations of IKE [24]. Both cases are 
related to the ID problem. For example, in the first 
attack presented by Thor, “validation of certificate 
authority rather than identity signed for by authority 
in certificate allows session stealing or ‘Server’ 
impersonation”. The reason that the attack is 
feasible is quite simple. If two parties are configured 
to accept certificates signed by a specific CA instead 
of specifying the peer ID in the policies, a legitimate 
party with a valid certificate can impersonate any 
party in the system. This is a type of attack that 
should always be kept in mind when implementing 
IPsec. However, according to the report, it seems 
that this vulnerability exits in some major vendor 
implementations. 
 
 

3   How to Identify a Party 
From the arguments in the previous sections, we 
know that if a party wants to use the ID field in the 
exchanged messages as an identity of a peer party, 
the party needs to be able to check that the ID is a 
valid identification of the intended party. There are 
three questions that need to be answered. (1) What is 
an intended party in the protocol? (2) How to 
identify a party? (3) How to check the validity of an 
intended party’s ID?  
     To answer question (1), first we need to analyze 
why IKE should execute phase one to establish 
ISAKMP SAs. As addressed in Section 1, an 
ISAKMP SA (in IKEv2, it is called an IKE SA) is 
used to protect the subsequent IPsec SAs procedures 
(in IKEv2, they are called CHILD SAs). An IPsec 
SA is used to protect a packet traffic flow properly 
defined by traffic selectors. An execution of the IKE 
protocol is driven by applying a security policy. A 
normal security policy should specify the following 
information: Source Selector, SG1, SG2, 
Destination Selector, Security Process 
(authentication, encryption, etc.), this endpoint’s ID 



and peer endpoint’s ID [13]. If IPsec is used in the 
transport mode, Source is SG1 and Destination is 
SG2. The policy specifies that the IP traffic flow 
from Source to Destination satisfying the two traffic 
selectors respectively should pass through SG1 and 
SG2 with the security process. And the identity of 
SG1 and SG2 for this traffic flow should be the two 
IDs in the policy. In the OE, this policy is not pre-
configured, but SG1 and SG2 should be found 
through the DNSSEC system and the security 
process is set as a default configuration and the IDs 
are the FQDN or IP address of the SGs that are the 
delegation of the traffic flow. In principle legitimate 
delegations of endpoints of the traffic flow are the 
intended parties. Normally these delegations are the 
security gateways. In IKEv2, the designers consider 
the “colocated services” scenario [17] where two or 
more services are on the same SG (Alice or Bob) 
and state that:  

“In some cases Bob might host many different 
services (e.g., distinct web sites with different 
identities). All these identities would have the 
same IP address, but would have different keys 
and certificates. Having Alice initiate a connection 
to Bob’s IP address does not inform Bob whom 
she wants to communicate with. Therefore, IKEv2 
allows Alice to specify an identity for Bob. This 
feature was given the affectionate name “You 
Tarzan. Me Jane.”  by Hugh Daniel. The name is 
quite appropriate because in the same message in 
which Alice reveals her identity she requests a 
specific identity for Bob.” 

In this case, the intended party is a service defined 
by a traffic flow on a security gateway.   
     For question (2), no matter whether a party is a 
SG or a service defined by a traffic flow on a SG, 
we firstly need to identify a SG. In the network, the 
basic way is to use an IP address or a FQDN. Many 
other ways can also be used, e.g. a fully-qualified 
RFC822 email address string, a binary DER 
encoding of an ASN.1 X.500 general name, etc. A 
service defined by a traffic flow can be naturally 
identified by the traffic selectors. Moreover, to 
authenticate a party, one or more secrets are 
associated with a party. In the scenario where public 
keys are used, a party is associated with one or more 
public/private key pairs. Each key pair should have a 
unique identification (ID3). One consideration that 
more than one public/private key pair is associated 
with a party is to provide “key roll-over”, i.e. when 
there is a requirement for high security, the used key 
pair should be replaced by a new one after a period. 
The “colocated services” scenario is a similar case 
(where) in which, on a single SG different services 
use different key pairs. The difference between these 

two cases is that in the “key roll-over” scenario, 
each valid key pair of a party can be used for all the 
policies related to the party, but in the “colocated 
services” scenario, each key pair should be applied 
in a policy to protect one service traffic flow. And of 
course, each service can also have two or more keys 
for “key roll-over”. On the other hand, it is common 
that a security gateway maintains the secrets for all 
the services on it. In this case, the security gateway 
works as a legitimate delegation of the services that 
it hosts. However now it is possible that a party 
(SG)’s ID is no longer associated with the party’s 
secret and different keys are used for different traffic 
flows.  
      Note that a party must know the peer’s 
identification or at least a valid identification set in 
advance, which means peer’s ID or an ID set must 
be specified in the security policy of a party. 
Otherwise, the man-in-the-middle attack is 
obviously feasible, e.g. the examples in Section 2. In 
principle, if a valid ID set is given, all the private 
keys bound with the valid IDs in the set must be 
managed by the same entity (for example the 
security gateway which hosts the multiple services), 
otherwise, the man-in-the-middle attack is feasible 
because a party with an ID in the valid set can 
impersonate any party whose ID is in the same set. 
However, we will find that in the dynamic IP 
scenario, in some cases, we have to accept the usage 
that the private key of each valid ID is maintained 
by a separate party. Moreover we can use some 
amendments to remove the vulnerability introduced 
by this usage. The newly proposed identity-based 
cryptosystems [1] provide some valuable flexibility, 
e.g. using a fixed FQDN appended with an expiry 
date as the ID of a party, which is at the same time a 
public key of the party. Hence, without presetting a 
valid ID in a policy, a party is still able to check the 
validity of a declared ID in a message sent by a peer 
party. However, to enjoy this flexibility, we need to 
sacrifice the generality of ID formats in IKE. Other 
methods, such as using ID format rules to define a 
valid ID set, suffer from the same drawback.  
     Now let us consider question (3), i.e. how to 
check the validity of the ID field. The ultimate aim 
of checking the ID field is to guarantee that the peer 
party is a legitimate delegation of a traffic flow. 
However an IKE session is divided into two phases 
and in phase one, a party does not know for which 
traffic flow peer party is going to build a security 
channel. Hence what a party can only do in phase 
one is to bind a policy (or policies) with the current 
IKE session identified by two cookies (SPIs) and the 
sender’s IP address. To complete the binding, a 
party can only use the information available 



including two SGs and two IDs in a policy. And the 
simplest way to complete the binding securely is to 
use the ID field to identify a policy (sometimes a 
bunch of policies related with the same peer party 
whose identification is the same ID. We refer to 
these policies as a policy group), through verifying 
that the peer party has possession of the secret key 
associated with the ID. We think that it is more 
reasonable to regard the ID in phase one as the ID of 
a secret of a potential party instead of an ID of a 
party. However only completing the binding is not 
enough to provide security. Two extra steps (at least 
one step) are needed to guarantee that the ID field is 
associated with a legitimate SG.  
     First a SG needs to perform check 1 to make sure 
that the source IP address of a received message is 
the same as the address of peer SG in the policy. 
Without the address check, SG A can use a victim 
SG C’s IP address to establish an ISAKMP SA with 
SG B who has a policy using A’s ID. It is possible 
that after establishing the SA, B is configured a new 
policy with C. Because phase two will reuse the 
ISAKMP SA established in phase one, if A knows 
the policy configuration which is not highly 
sensitive information and not well protected, A can 
launch a phase-two procedure using the established 
ISAKMP SA. If B as a responder does not perform 
check 2 (B uses the two traffic selectors sent in the 
messages to determine the peer ID in the 
corresponding policy and compares the found ID 
from the policy with the ID used by the ISAKMP 
SA), A will succeed in impersonating C.  
     The above attack can be prevented simply by 
executing the check 2 procedure in phase two (in 
transparent mode, the selectors are the IP addresses 
of two SGs). In fact, the check 2 procedure connects 
the two phases and guarantees that a party, as the 
legitimate delegation of a traffic flow, has 
possession of the required secret. However we 
strongly suggest the completion of both checks 
because it is not reasonable to allow the 
establishment of an ISAKMP SA for a nonexistent 
policy in phase one, while on the other hand 
sometimes check 1 cannot guarantee the security. 
For example, in a policy that allows road warrior 
(RW) access by specifying the peer SG as any IP 
address (wildcard), a RW sets its IP address as a 
potential SG C’s address, but currently there is no 
policy related to C in SG B. The RW initiates the 
phase one procedure with B using an ID pre-
configured for all RWs (or its own ID which is in 
the valid ID set of the policy). The RW can 
complete phase one because it can pass the ID check 
and the IP address check (check 1). And if the check 
procedure (check 2) in phase two is missing, then 

obviously the impersonation attack is feasible. 
FreeSwan applies a method similar to check 1 in 
phase one but checks IP addresses first, and then 
matches the ID in the found policies.  
     For the OE scenario, there is no pre-configured 
policy. The security gateway is found by using the 
destination IP address of a traffic flow to retrieve the 
delegation record (TXT) from a DNSSEC server. 
The intended party is identified by the IP address or 
FQDN of the gateway. And a public key is 
associated with the gateway’s ID. To prevent an 
illegitimate party from initiating an IKE session, 
phase one and two are connected. In phase two, the 
Responder should check if the Initiator has the 
authority to delegate the Source to establish the 
security association. The attack in Section 3 cannot 
be precluded because the Initiator does not have 
enough information to check the validity of the 
Responder’s ID. Fortunately, this scenario 
corresponds to the case in which a Source tries to 
establish a security association with a road warrior, 
and this case hardly ever happens in a real network. 
The common scenario is that a road warrior is an 
initiator of the protocol. Some people suggest using 
the OE to establish SAs between two road warriors. 
We do not think this is a prudent suggestion. 
     We can interpret the above procedure in another 
way as follows. In IKE, every party should transmit 
two identities to the peer party, one in phase one and 
the other in phase two. ID2 in phase one is used as 
ID3 that is the identity of a secret, while ID2 in 
phase two acts as ID4 that is the traffic flow 
selector. Two identities normally have no direct 
relation and are bound together by a preset policy or 
a delegation TXT record in a DNSSEC system. If 
we use the identity-based cryptosystems, e.g. 
[1][21][22], it is convenient to use a traffic selector 
as a public key. Hence, ID3 equals to ID4. This will 
reduce the system complexity and we also can use 
this method to implement the OE without the 
complicated DNSSEC system. 
 
 

4   The Implications of Binding IDs 
If a SG has pre-configured policies with IDs 
specified, we argue that in most cases there is no 
need to transmit an ID field in the main mode 
exchange. A SG can use the IP addresses (source 
and destination: ID1) in the packets to bind a 
security policy (or a policy group) with the current 
phase-one session. The basic step is to use two IP 
addresses of a message to identify a policy or a 
policy group of which the two security gateways use 
the same IP addresses as the one of the message. 



The analysis of the following cases supports our 
point. 
1. A security gateway has only one public/private 

key pair associated with any traffic flow through 
it. Then the IP addresses of two SGs uniquely 
identify a policy of a policy group that uses the 
same ID. Hence the IP addresses can be used to 
bind a policy (more likely a bunch of policies 
using the same two SGs) with the current IKE 
session and to find the uniquely specified ID. 

2. There are two or more public/private key pairs 
associated with a party and the key pairs are 
used simultaneously. Because a party must 
know the valid public key set or public key ID 
set (maybe a possible valid set but checkable 
through interacting with the public key 
infrastructure (PKI)) associated with the peer 
party, it can try each public key in the valid set 
to check the signature. And one of the keys 
should be able to verify the signature (this 
method is adopted in the main mode with public 
key encryption in IKEv1, in which the Initiator’s 
ID field is encrypted by one of the Initiator’s 
public keys). In practice, this situation rarely 
happens. Even in the “key roll-over” scenario, in 
a specific period normally only one valid key 
pair is used which can be identified uniquely as 
in case 1. 

3. In the “colocated services” scenario introduced 
by IKEv2, because normally only one key pair 
is associated with a service and the service 
traffic selectors are transmitted in message 3 and 
4 in IKEv2, it is easy to use the SGs’ IP 
addresses and the traffic selectors to bind a 
policy and determine the ID uniquely. (The 
procedure is no longer called “main mode” in 
IKEv2.) 

4. This approach is not applicable directly if a 
security gateway is behind a network address 
translator (NAT), because the source IP address 
will be changed when packets pass through a 
NAT. [12] introduces a NAT-OA (NAT 
Original Address) payload which can be used to 
send the original address in a phase-two 
procedure. We can simply use the NAT-OA in 
message 3 or 4 in phase one and use the original 
IP address in the NAT-OA instead of the IP 
address in the IP packet to bind policies. The 
NAT-OA should be authenticated.  

5. Normally this approach is not applicable to the 
road warrior situation, because in the policies 
for road warriors one party of the protocol is not 
specified explicitly, instead it is configured as a 
wildcard. Hence, the policies cannot even be 
used to uniquely determine a party pair. In this 

type of policies, if all the RWs use the same ID, 
the method is feasible. However, a valid ID set 
specified by an ID format rule is commonly 
used. Normally it is impossible to enumerate all 
the valid IDs in the set. Hence transmitting the 
ID field in the messages is necessary. 

     As far as the non-configured OE is concerned, in 
most cases, there is no need to transmit the ID field 
in the main mode, because the ID is the IP address 
or FQDN of the security gateway and the resolution 
of a FQDN to an IP address is protected by the 
DNSSEC system. However if the Initiator is a road 
warrior, the Initiator’s ID field in the message is 
necessary, because the Initiator’s IP address is 
dynamically assigned which cannot be used to 
identify the Initiator and there is no pre-configured 
policy to determine the ID.  
     Overall, to securely use the ID field in IKE, a 
party should use the ID to bind a policy (or policies) 
with the current IKE session and apply the two 
check procedures in phase one and two respectively. 
However, using the IP addresses in an IP packet 
instead of the ID field, in most cases, is enough for 
the secure completion of the binding. We argue that 
without the ID field in the main mode, the protocol’s 
security is not affected, although there are plenty of 
attacks due to name omission, because the ID check 
still can implicitly be completed successfully. 
Moreover, a SG can use the two IP addresses of an 
IP packet in place of the ID field in all the related 
computations (if the NAT is used, the original 
address in the NAT-OA is applied). Hence, in 
practice the ID field in the main mode messages is 
not necessary in most cases. There are some 
advantages in having the ID field as an option. (1) 
Reducing the ID process is a minor improvement on 
the huge complexity of IKE. (2) One design 
rationale of IKE is “hiding the ID”. However as 
stated in [18], it is impossible to successfully hide 
the identities under active attacks. But using IP 
addresses to bind a policy (or policies with the same 
ID) with an IKE session is indeed able to hide the 
identities of two endpoints because the IDs are 
determined implicitly. (3) Applying the IP addresses 
in the related computation in place of IDs can help 
prevent the authentication failure attack presented in 
[14]. 
 
 

5   Conclusion 
As a mandatory field in the IKE protocol, ID is used 
to identify an involved party in a protocol session. 
But how to use the ID field to identify a party is far 
from straightforward because a party’s identity is no 



longer directly related to the party’s key identity. In 
practice, some mistakes are made when using the ID 
field. In this paper, we clarify the problem of using 
the ID field in practice and present the two check 
procedures to prevent the ID related attacks. 
Moreover we find that in most cases, the ID field is 
not necessary in the main mode exchange and 
therefore it might have the ID field as an optional 
field in the IKE protocol instead of a mandatory one. 
By using IP addresses to bind policies, IKE can 
achieve extra security properties. 
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