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Abstract. We present a solution to the high availability issue that arises when digital time-stamping authority tries pro-
viding robust services to its users. High availability of time-stamping services is very important because any suspension
of service due to system failure or potential attacks results in serious monetary losses. In this paper, we present a new
approach that deploys an RSA threshold signature scheme to offer high availability for multiple time-stamping servers. It
allows the sharing of signing key inton servers while the robustness of the system is unaffected even if some subsets of
less thant servers are corrupted and work together. Our proposed solution provides a strong prevention measure instead
of recovery measure of physical operation and cryptographical attack. Thus, it enjoys a higher level of security protection
than traditional high availability protocol.
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1 Introduction

Time-stamping [3] is an online notary mechanism which
certifies data that has existed and has not been altered since
a specific point in time. One challenge of such a system is
that any delay on the system could make undeterminable
suffering to other involved parties. Such delay can be
caused by system failure, denial-of-service attacks or com-
promise of server secret key. For example, if the server of
the Time-Stamping Authority (TSA) is being attacked and
cannot provide normal service, a large number of users can
neither request time-stamping service nor get verification.
Furthermore, if the server is corrupted, the time-stamps it
has issued become invalid due to the compromise of the se-
cret key. Meanwhile it looks unfair at the point-of-view of
an user who has no control of the operation of the TSA.

In order to provide a trust-worthy and robust service,
high availability of the TSA is necessary. [1] describes a
protocol for improving the availability of both the hash-
and-sign and the linkage-based time-stamping services.
The main idea is to send the time stamp requests to all
servers and obtains time stamps from all of them except
those being inaccessible at the moment. [1] also ad-
dresses three main events of high availability issues of
time-stamping service, namely (1) Broken Cryptography
and compromised keys; (2) Service unavailability and (3)
Loss of servers data. We mainly focus on the first one as
the last two seem to be regarded as physical security. The
first one is also the main concern of all security service
providers, such as Certificate Authority (CA) and Time-
Stamping Authority (TSA).

In this paper, we give a novel approach to provide high
availability using threshold signature. It enjoys a higher
level of security protection by providing a strong preven-
tion measure of cryptographical attack. Threshold signa-

ture [5] allows a group of people to hold the key together
such that a subset of them is enough to produce valid signa-
ture. We refer such a scheme as a(t, n) -threshold signature
scheme if there aren players given and a subset of at least
t+1 players is enough to give a valid signature on message
m. The system is said to be robust if and only if there are
at leastt+1 players correctly compute their corresponding
parts of the signature. It is information theoretically infea-
sible to compute a valid signature for a subset up to at most
t players know the secret.

This paper is organized as follows: In Sec. 2, we outline
the basic idea of time-stamping and the objective of provid-
ing high availability of time-stamping services. In Sec. 3,
we present our proposed protocol. Security analysis will be
given in Sec. 4 and conclusion is followed in Sec. 5.

2 Background

Time-Stamping The user sends a time-stamp request to
the TSA. The time-stamp request contains the hash of the
original document or the transaction information. The TSA
appends the current timet to the hashh and uses its private
key to sign it and produce a signatures = signTSA(t, h).
The signature is sent back to the user with the time-stamp.
There are several weaknesses of this scheme. If the signing
key of the TSA is compromised, the old time-stamps be-
came unreliable because it is impossible to verify whether
the time-stamp was issued before the leakage of the signing
key or after the leakage.

In a Linear Linking Scheme (LLS) [3], the linking infor-
mation (for example, the hash of the previous time-stamp
issued by the TSA) is added into the current time-stamp for
linking all the time-stamps together and form a chain. This
preserves the correct order of time-stamps. Yet the verifi-
cation process could be costly as it has to verify the whole
chain. Tree-Like Schemes [4] reduces the complexity and
recent linking protocols [2] using authenticated graph can
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achieve optimal complexity.

High Availability In the service level, availability means
expected periods of service available and acceptable down-
time. It is measured using the period of time when ap-
plications are available during the time they are expected
to be available. High availability is the minimization of
planned and unplanned outage incidents and outage down-
time. Many sites are willing to absorb a short period of
downtime rather than pay the much higher cost of provid-
ing fault tolerance. Companies use high availability sys-
tems for applications that must be restored quickly but can
withstand a short interruption in the event of a failure or an
operator error. It is especially concerned in a system pro-
viding security related services, such as certificate authority
(CA) or time-stamping authority (TSA).

In providing time-stamping service, high availability is
more important than certificate authorization service be-
cause it is not allowed having any delay in time. Reply-
ing parties do not depend on any other parties but only on
the TSA which is assumed trustworthy and accurate. Fur-
thermore, mechanism is needed to protect the authenticity
of time-stamps when the signing key is compromised. Be-
sides, robustness of the TSA should be protected even the
signing key is compromised in order to provide high avail-
ability.

Threshold Signature Scheme Below is a brief review
of a practical threshold signature scheme proposed by [7].
It is based on RSA and has some desired features such as
unforgeable and robust; non-interactive in share generation
and verification, and constant size of signature share. The
basic idea is to distribute the signing key tol players such
thatl ≥ 2t+1 wheret is the threshold value, the maximum
number of corrupted players. Letk be another threshold
which is the minimum required number of authorized play-
ers such thatk ≥ t + 1. The details are as follows.

The Dealer. The dealer chooses two large equal-length
primes randomly,p = 2p′ + 1 andq = 2q′ + 1 such thatp′

andq′ are prime. The RSA modulus isn = pq. Let m =
p′q′ ande be the RSA public exponent which is a prime
larger thanl. The public key is(n, e). The private key is
d such thatde ≡ 1 mod m. The dealer setsa0 = d and
chooseai at random from0, . . . ,m− 1 for 1 ≤ i ≤ k− 1.
The numbera0, . . . , ak−1 define the polynomial

f(X) =
k−1∑
i=0

aiX
i ∈ Z[X]

For 1 ≤ i ≤ l, the dealer computessi = f(i) mod m.
This numbersi is the secret key shareSKi of player i.
The dealer chooses a random numberv ∈ Qn whereQn

is the subground of squares inZ∗
n. For 1 ≤ i ≤ l, the

dealer computesvi = vsi ∈ Qn. These elements form the
verification keys:V K = v andV Ki = vi. Let ∆ = l!.
For any subsetS of k points in{0, . . . , l}, and for anyi ∈
{0, . . . , l}\S andj ∈ S, let

λs
i,j =

∏
f∈S\{j} i− j′∏
f∈S\{j} j − j′

∈ Z

From the Lagrange interpolation formula, we have,

∆f(i) ≡
∑
j∈S

λS
i,jf(j) mod m

Generating a Signature Share. Let x = H(M) where
H is some hash function andM is some message. The
signature share of playeri : xi = x2∆si

∈ Qn along
with the ”proof of correctness”:̃x = x4∆. Let L(n) be
the bit-length ofn andH ′ be another hash function which
outputsL1-bit integers. Playeri chooses a random num-
ber r ∈ {0, . . . , 2L(n)+2L1 − 1}, and computesv′ = vr,
x′ = x̃r, c = H ′(v, x̃, vi, x

2
i , v

′, x′), andz = sic + r.
The proof of correctness is(z, c) which is verified by
c = H ′(v, x̃, vi, x

2
i , v

zv−c
i , x̃zx−2c

i ).
Combining Shares. Given the valid shares of players

S = {i1, . . . , ik} ⊂ {1, . . . , l}. Let x2
i1

= x4∆Sij . To

combine the shares, computew = x
2λ2

0,i1
i1

. . . x
2λS

0,ik
ik

. Then
computee′ = 4∆2 and the combined signaturey such that
ye = x : y = waxb wherea andb are integers such that
e′a + eb = 1 which can be obtained using extended Eu-
clidean algorithm one′ ande.

3 Our Proposed Protocol

Our protocol is motivated by [7]. We first give a high avail-
ability model of time-stamping service using absolute time-
stamping, then the model of linkage-based time-stamping.

3.1 Absolute Time-Stamping

In order to provide high availability, using multiple servers
is necessary. In our model, there is a gateway which is
the only machine opened for public to accept time stamp
requests. An overview of our model is shown in Fig. 1.

?

Time Stamp Request

'
&

$
%Gateway

�
�

�
�

�
�

�
�+

�
�

�
�

��	

Q
Q

Q
Q

Q
Q

Q
Qs

@
@

@
@

@@R

&%
'$

&%
'$

&%
'$

&%
'$

. . . Totall servers . . .

Figure 1

Preparation. Suppose there arel servers, all connected to
the centralized gateway which is also connected to the time

2



source (for example, a GPS clock). The administrator pre-
pares the following: Two large equal-length primesp and
q such thatp = 2p′ + 1 andq = 2q′ + 1 with p′ andq′

are also prime numbers. Computern = pq andm = p′q′.
Choose a RSA public exponente such thate is prime and
e ≥ l. Publish(n, e) as the RSA public key. Computed
such thatdeequiv1 mod m. Define the polynomial such
thata0 = d. Compute the secret key shares for1 ≤ i ≤ l.
Distributesi to each of the servers (we assume the distribu-
tion channel is a secure channel). Choose a random number
v and computer the verification keyvi = vs1 ∈ Qn where
Qn is the subgroup of squares inZ∗

n for 1 ≤ i ≤ l. Then he
sendsv and all thevi to the central gateway for the purpose
of verifying signature shares.

Signing Time Stamp. When there is a time stamp request,
the gateway randomly choosesk servers (2k − 1 ≥ l) for
signing. Leth is the hash of the document or transac-
tion information that is going to be time stamped andT be
the time the gateway receives the time stamp request. Let
x = H(h, T ) whereH is an one-way hashing function.
Each of thei servers signs it using standard RSA signature
generation.

Combining Signature Share. Let S be the subset ofk
servers which are chosen by the gateway to give the sig-
nature shares. For anyi ∈ {0, . . . , l}\S andj ∈ S, the

gateway compute:λS
i,j = ∆

∏
f∈S\{j}(i−j′)∏
f∈S\{f}(j−j′) ∈ Z where

∆ = l!, w = x
2λS

0,i1
i . . . x

2λS
0,ik

i whereλ’s are the integers
defined above, ande′ = 4λ2. Find two integersa andb us-
ing extended Euclidean algorithm such thate′a + eb = 1.
The combined signaturey is computed asy = waxb.

3.2 Linkage-based Time-Stamping

Our proposed protocol is compatible to linkage-based time-
stamping. Hashing is the main cryptographic tool deployed
in linkage time-stamping protocol. In our protocol, we split
the hashing process and the signing process into two parts.
Hashing is done in the central gateway and signing is done
by multiple servers using threshold signature in order to
spread the secret key. If linkage protocol is used, only the
linkage information needs to be added to the input of the
hashing function in the central gateway.

4 Security Analysis

Theorem 1 Under the assumption that the standard RSA
signature scheme is secure, the system remains secure even
in the presence oft corrupted servers where the total num-
ber of servers isl ≥ 2t + 1.
Proof. Define a polynomialf(x) of degreet such that
f(0) = d which is the signing secret of the system. As
there aret + 1 points defined in the polynomialf(x) (cor-
responding tot + 1 corrupted servers) we can compute its
coefficients including the constant termd. Less thant + 1
points is information theoretic infeasible to restore any co-
efficient (corresponding to up to a maximum oft corrupt
servers are unable to compute the signing secret.

Theorem 2 With regard to the “proof of correctness”, one
can get soundness and statistical zero-knowledge.
Proof. It follows the proof in [7] and is skipped here.

Furthermore, the central gateway knows nothing about the
secret of each server. This is observed from the combi-
nation of signatures that the combiner only needs to know
the public verification keys of each server together with the
proof of correctness.

Follow from above, we can see that the security of the
system can be regarded as a higher level since the central
gateway is the only machine which is opened to public. Yet
it does not contain any secret information. Those machines
containing secret information cannot be accessed by public.
This is a highly secure scenario.

5 Conclusion

This paper addresses a new approach to the high availabil-
ity of time-stamping service using threshold signature. As-
sume there arel servers. The system remains unaffected
even if there are up tot servers corrupted or out of service
provided thatl ≥ 2t + 1. Unlike [1], the timestamp is-
sued before does not need to take any renewal process even
if at most the signing keys oft servers are compromised.
In addition, users only need to send one timestamp request
instead ofl timestamp requests. The high availability pro-
tocol is transparent to users.
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