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Abstract: - Web based applications designed to facilitate long-distance collaboration are enjoying growing popularity. Usually composed of real-time audio, video and shared-drawing applications, these collaborative environments help render the geographical location of collaborators irrelevant. One solution to the problem of overloaded World Wide Web (WWW) servers is to use webcasting based on IP Multicast as an effective, scalable communication primitive. As session memberships increase to thousands, protocols which allow even a small percentage of duplicate hits could easily overload a server decreasing Web performance. Even if the server was able to keep up with a large number of incoming requests, the outgoing replies would likely cause network congestion. In this paper we outline a framework for multimedia web based applications using a scalable multicast congestion control mechanism like Scalable Reliable Multicast Stair Hybrid (SRMSH) in order to allow the webcast of Web resources among heterogeneous group of receivers. 
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1   Introduction

There are many scenarios in which the same data must be delivered over a packet switched network to a large set of receivers. In this context, online multimedia environments designed to facilitate long-distance collaboration are enjoying growing popularity: videoconference has become increasingly popular; some universities, faced with extending student populations, are exploring distance-learning as an alternative to traditional class lectures on site; seminars, workshops or special events are sometimes broadcast as a convenience to those who cannot attend physically. Usually composed of real-time audio, video, and shared drawing applications, collaborative environments have been widely deployed [1-
4] while others have offered the ability to distribute documents over the WWW [5-
7]. 
For example, a lecturer might display slides directly on remote students' desktop web browsers. Or perhaps a group of geographically remote colleagues would like to explore a common destination online and would like their individual web browsers synchronized such that the browsers display the same pages on real time. There are a number of slightly differing models, each one requiring the synchronized distribution of web documents and their embedded objects to multiple sites. A common name for this type of collaborative session is webcasting [8].  
A simple webcast design might require each remote node, or session participant, to individually fetch the required document from the origin server, the web server on which the document resides. In this scenario, one participant might send a Uniform Resource Locator (URL), the unique name used to locate a document within the WWW, to the other participants. Upon receipt of the URL, each participant would fetch the corresponding page from the server. 
The problem with this simple solution is that the aggregate requests, or server hits, can lead to implosion---a pathology where a resource is unable to keep up with an incoming stream of messages. As session memberships increase to thousands, protocols which allow even a small percentage of duplicate hits could easily overload a web server and consequently decreasing Web performance. Even if the server was able to keep up with a large number of incoming requests, the outgoing replies would likely cause network congestion. Another significant issue with congestion control deals with loss recovery and detection. So key factor is how to detect losses and which actions will be taken by receiver for each loss event.  

In this paper we outline a framework for multimedia web based applications using a scalable multicast congestion control mechanism like Scalable Reliable Multicast Stair Hybrid (SRMSH) [9] which is constructed on top of IP multicast. 
Our proposal about multicast delivery Web application provides a substantially different context which is representative of a class of multicast applications. The remainder of this paper is organized as follows. In §II we review SRMSH mechanism and their underlying multicast protocols, each one with different approach with congestion control. In §III we present our design goals in order to use webcasting. In §IV we introduce the architecture of our framework for multimedia web based applications using the SRMSH approach. Finally, in §V we present our conclusions and future work being in progress. 
2   Scalable Reliable Multicast Stair
     Hybrid
We have modeled and simulated under NS-2 [10] 
Scalable Reliable Multicast Stair Hybrid (SRMSH)  as a new hybrid control congestion mechanism which enables receivers adapt their reception rate at the same time they offer loss recovery methods if they detect loss events. Now we present SRMSH underlying multicast transport protocols, each one with different approach with congestion control. Afterwards, we present SRMSH protocol.

2.1   SRM
Scalable Reliable Multicast (SRM) [11] is one of the most recognized and well known reliable multicast protocols which make receivers responsible for recovery when network loss occurs. The algorithms of SRM are efficient, robust and scale well to both very large networks and very large sessions. The framework has been prototyped in wb, a distributed whiteboard application, and has been extensively tested on a global state with sessions ranging from a few to more than 1000 participants.
Although SRM is inside reliable schemes no guarantees of congestion control is offered [12] so reception for each receiver maintains same value during all transmission period.

The protocol makes extensive use of IP multicast. The sender and receivers join an IP multicast group, and new messages are transmitted using IP multicast, an unreliable protocol. A receiver that detects data loss uses IP multicast to solicit a retransmission, and a participant receiving a solicitation uses IP multicast to repair the loss.

The major innovation of SRM involves its use of stochastic mechanisms to avoid storms of solicitations and repairs when loss occurs. For example, a randomized delay is introduced before sending a solicitation or repair, and the size of the delay is increased as a function of the estimated distance of the receiver from the sender. If a process p is waiting to solicit a retransmission for lost data, it will inhibit its own request in the event that a solicitation from process q is received first. Similarly, a repair sent by one process will inhibit the sending of a repair by some other process. To ensure that lost data will be detected, all members of an SRM group send “session” messages periodically, at a frequency calibrated to keep the background overhead low and try to consume less bandwidth for this proposal. 

Therefore, it’s quite important to set properly timer parameters values of SRM algorithm depending of different scenarios because of final results are function of them, more details in [11]. So the solution goes on the way that these values will change as network conditions changes. This motivates the development on the adaptive loss recovery algorithm, where the timer parameters are adjusted in response to past performance.
2.2   STAIR 

Simulate TCP's Additive Increase/multiplicative decrease with Rate-based (STAIR) [13] is a well refined and efficient multicast congestion control approach which combines the benefits of cumulative and non-cumulative layering. The technique of layered multicast, used mainly for audio/video transmission through internet, employs multiple multicast groups to transmit content at different rates and has been employed as a strategy to handle numerous and heterogeneous groups of receivers. STAIR, layered oriented approach, introduces a Stair Layer so named because the rates on these layers change dynamically over time, and in so doing resemble a staircase. Dynamic layers have been used by [14] to probe available bandwidth so one important difference in this approach from other congestion algorithms deals with these dynamic Stair Layers. This third layer, being positioned just above previous cumulative and non cumulative layers, is used to automatically emulate the additive/increase portion of AIMD congestion control, without the need of IGMP control traffic in order to reduce control traffic for congestion control. 

Different Stair Layers are used to accommodate additive increase for receivers with heterogeneous Round Trip Time (RTT) from the source. Thus, every Stair Layer own two main parameters: (i) RTT of t ms that is designated to emulate. (ii) Maximum rate R, measured in packets per t ms.

The rate transmitted on each Stair Layer is a cyclic step function with a minimum bandwidth of 1 packet per t ms, a maximum of R, a step size of 1 packet, and a stepping rate of 1 per RTT emulated. Upon reaching the maximum attainable rate, the Stair Layer recycles to a rate of 1 packet per RTT. A stair period of a given stair is defined as the duration of time that it takes the layer to iterate through one full cycle of rates.

In order to conduct AIMD congestion control, each receiver measures packet loss over stair period and if there is no loss detected, then the receiver performs an increase in its reception rate. Conversely, if there is packet loss event in a stair period, no method for recovery loss is offered and then one round of multiplicative decrease is performed, more details in [13]. As a result, in order to increase its subscription rates, it’s huge important that each receiver must estimate or measure its RTT to subscribe to an appropriate Stair Layer so they must be configured carefully. 

2.3   SRMSH
We focus our approach introducing SRM as loss recovery method into STAIR algorithm. This section is not intended to be exhaustive, but rather to cover the most essential and interesting features of SRMSH. Nonetheless, more details for a full description in [9]. Our motivation to implement our approach is to take profit of main advantages of both protocols and enforce the weakness of each one. For that purpose, SRM has been modified in some specific points that allow redefining its own behavior. 

Firstly, the packet format has been modified respecting their headings. In particular, specific fields have been added fields to provide control mechanism for the congestion offered by STAIR.

Secondly, new functions have been introduced to the resulting hybrid to control the shipment of messages that belongs to SRM algorithm. In a multilayer scheme such as STAIR, several multicast addresses groups are used related to each subscription level. In particular, our approach has selected the multicast address belonging to the base cumulative layer defined in the STAIR scheme to send all the information related to detection and loss recovery.

Thirdly, in SRM all members that belong to the same multicast session are able to act simultaneously as senders or receivers, always with the aim of support mechanism for loss recovery. However, because of STAIR is based in a multilayer mechanism, this mechanism has two functions clearly defined. On the hand, the sender, which will send the information by different data flows as divided in different multicast addresses. On the other way, the receivers should decide how many levels or multicast addresses to subscribe in order to receive information with a rate which is not going to produce congestion.

Therefore, our proposal was focused to modify SRM class and methods respectively introducing a new attribute to set behavior of the agent, well as a server or as a receiver.

Finally, adding loss recovery our approach resolves main weakness from STAIR like drop to zero problem. We consider this situation when a receiver detects regular loss events and immediately STAIR performs Multiplicative Decrease even dropping to low Throughput.
3 Webcasting with SRMSH

While traditional HTTP publishing is sufficient for most content delivery needs, there are scenarios where a different delivery mechanism like webcast should be more powerful. Therefore, in this paper we propose to use webcast based on SRMSH for distributing multimedia web based applications and our goals deal with fairness, scalability, heterogeneity and portability.
To provide fairness, our SRMSH flows need to interact well with TCP flows and ensure fair sharing of resources. Consequently, for a new breed of SRMSH flows to be deployable on the Internet, they need to be efficient and fair at the same time they should also be “TCP-friendly” in a world that is largely dominated by TCP as a transport layer [15], [16]. 

To test fairness we used NS-2, a discrete event simulator. We have implemented the topology showed in Fig. 1, which includes 22 nodes. In order to simulate realistic and heterogonous networks a bottleneck configured with RED was introduced close to the traffic sources. NS-2 loss models were configured on adjacent links to the bottleneck which packet drop rate is a uniform random distribution with a rate 0.01. All links, which not represent a key bottleneck, have been configured with Droptail as a router management policy, 10ms delay, and 100Mb bandwidth, unless otherwise specified on Fig. 1.   
About TCP traffic flow, we have added three TCP flows with TCP/Reno flavor to node labeled TCP Source. In node labeled TCP Receiver, three sinks were configured to receive such TCP traffic. Traffic source like FTP has been added to node TCP Source.  

About SRMSH configuration parameters, firstly we added one SRMSH server agent to node labeled SRMSH Source which uses CBR as a traffic source. Secondly, we added SRMSH receivers labeled in network topology. Simulation time was 100ms, and during this time period SRMSH and TCP server began to send traffic to SRMSH and TCP receivers respectively.  
In Fig. 2, we show all SRMSH and TCP throughput results. SRMSH demonstrated good behavior sharing network resources as bottleneck link’s bandwidth with other protocols like TCP. Therefore, we can say SRMSH is compatible with TCP flows i.e. SRMSH is TCP-friendly so accomplish one of the most important issues related to congestion control [17].
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Fig. 1 Network Topology.
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Fig. 2 Fairness

To provide scalability, we wanted that our framework can be used for large group of users. To achieve this goal, our framework is client-oriented so minimizes control message flow to avoid the proportional growth of this flow with the number of participants. Besides, each client separately is able to offer detection and recovery loss methods.
By heterogeneity, our framework proposes methods about how to deal with the best and worst receivers on the network. In addition, since receivers are geometrically dispersed over the network, the quality of their network connections could be very heterogeneous. Therefore, a server may not be able to isolate the reasons for a given client experiencing poor performance but these can take remedial action by requesting the content in a different manner.

As a result, congestion control methods are offered so this problem is definitively taken into account to ensure the normal behavior of a webcast session.   
By portability, we wanted that our framework should run on multi-platform. This is achieved by using Java language. As we’ll introduce in the next section, our framework is being entirely implemented in Java, thus hopefully it should run on UNIX and PC platforms where Java Development Kit is available.   
4 Architecture

Our framework, we called WebSRMSH, is object-oriented and currently is being implemented as a prototype using Java language. In this section, we present WebSRMSH mainly oriented to multicast slides, e.g., for education or conferences, characterized by one to many including interactive audio transmission.   
In our prototype, slides identified by unique URLs are distributed from a “master” browser to multiple “client” browsers. The actions of the master are mimicked by the clients. WebSRMSH treats a Web browser as a multimedia user interface. Programs executing on the lecturer’s machine are responsible for monitoring the lecturer’s Web browser. Changes in URLs and the corresponding Web resources i.e. slides are reliably multicast to programs executing on the student machines, which direct the students’ browsers to load the specified resources. WebSRMSH is proposed primarily for use as an educational tool within a laboratory or campus setting. WebSRMSH enables an instructor or lecturer to step through slide materials (either created specifically for the course or available from remote sites on the Web) and have the students following along via their browsers. In Fig. 3 we outline the WebSRMSH architecture.
WebSRMSH comprises two main multi-threaded Java programs called Lecturer-Monitor and Student-Monitor, each one including a browser interface. In the Lecturer-Monitor, the browser interface monitors the activities of the lecturer’s Web browser which enables the program to be notified when new slides are loaded by the browser. Slides using URLs are multicast to each of the student systems; browser interface in the Student-Monitor program will request changes in the student browser.

In addition to those components described above, WebSRMSH incorporates VoiceCast, a tool that provides real audio services to provide a live audio stream going from the lecturer to the students.
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Fig. 3 Architecture

About SRMSH protocol in the WebSRMSH architecture, both sending and receiving components of the protocol comprise a set of Java threads and data structures. When the thread is started, a multicast socket is created; then, the thread simply waits for receive or forward packets respectively. At the sending side, all resources to be used by lecturer are transmitted by Sender Thread using the technique of layered multicast explained in section 2. At the receiving side, all clients receive through Receiver Thread what is sent on a multicast session and displays the most recently received document. 

This mechanism allows doing an important optimization to our framework in order to improve Web performance. Based on SRMSH approach, any loss document should be repaired by any receiver so it should not be sent again by Web server if it is already sent once in the current webcast session. Besides, these setting deals with constructing a collaborative multicast cache network and make effective use of network bandwidth.

Consequently, about SRMSH protocol, arriving packets are immediately processed by the Receiver Thread. Those packets that arrive in the correct order are delivered to the application immediately, while those that appear out-of-order mean that Checker Thread is triggered to generate a NAK message to the multicast group, sender included. 
To reduce the number of NAKs sent by different receivers for the same packet, the Checker Thread implements global NAK suppression implemented in SRMSH protocol. Before sending a NAK, it waits for a random amount of time. If the missing packet arrives before the timer fires, the NAK is never sent. The waiting time is dynamically computed based on the roundtrip time between the sender and the receiver, although other parameters like estimated group size are considered. The Checker Thread also implements local NAK suppression, which means that only one NAK message is sent for a particular missing packet during a given period of time. 
Congestion control in WebSRMSH is implemented by receivers changing the reception rate in order to avoid congestion. Thus, in the presence of high losses, reception rate will be adjusted. 
5 Conclusions

Online multimedia environments designated to facilitate long-distance collaboration are gaining popularity. One contribution of this paper is a first step in the evaluation of multicast congestion control support allowing scalable webcasting of Web resources among a heterogeneous group of receivers. We have outlined architecture for delivering Web resources to clients using receiver-driven multicast communication with the aim of improve Web performance. 
To conclude, the key advantages of our framework are: (i) Reduced Server State: Moving the responsibility of flow-control to the client has the effect of reducing the amount of state required to be kept at the server. With the responsibility of measurements and calculations shifted to the client, the server can now allocate its finite resources to service more flows. Such a system is thus much more suited to scaling. (ii) Congestion Management: Our framework based on its congestion control algorithm ensures an efficient network load so accomplish one of the most important issues related to problems on HTTP performance. (iii) Reliability: detection and recovery loss methods offered by receivers has the effect of reducing the amount of resources required to be kept at the server to forward information in heterogeneous networks with regular losses.
 Last but not least, we have decided to implement our framework using Java language since our work in progress deals with testing WebSRMSH on the real network. Our SRMSH approach offers reliability and effective flow control, even interacts well with TCP under many circumstances. This gives us bright hope in the success of this scheme and we are convinced that such a scheme will indeed become viable for deployment over the Internet.
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