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Abstract: In this paper highly concurrent pipelined computing structures based on a constrained
digital contour smoothing are described. The smoothing minimizes the undersampling, digitizing and
quantizing error and so it is able to improve the stability of invariants calculation. The word-level
and bit-level systolic arrays for completely pipelined calculation of the constrained least-squares digital
contour smoothing are described. They represent the heart of the concurrent pipelined VLSI computing
structures which enable to calculate invariants, such as the length, the area, the moment invariants and
to perform the smoothed contour encoding, in parallel. The computing structures achieve very high
throughputs and can be realized on a single VLSI chip. They can be used for purposes of real-time
digital curves analysis.
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1 Introduction
Digital curves analysis (DCA) plays an important
role in modern image processing [10, 13, 21, 22].
It covers several sophisticated tools which can
have a principal impact for successfull analysis,
representation and shape characterization of real
objects investigated in digital images [1, 3]. De-
velopment of efficient (often real-time) techniques
for different fundamental problems of DCA is
then of a major interest [2, 6, 14, 19]. These
reasons influence the development of VLSI sys-
tems utilizing parallelism, such as systolic arrays,
pipelined architectures, string processors and
wavefront arrays. Serious attention is also paid
to introduction of new methods and approaches
to achieve the improvement of accuracy of the
shape invariants estimation.

For the purposes of DCA, several methods
for a constrained digital contour smoothing
have been suggested [18, 8]. They are based
on the least-squares approximation to functions
on equidistant subsets of points by orthogonal
polynomials and on the approximation to func-
tions by non-negative kernels. In [18, 9], bit-level
systolic arrays for the constrained, so called
feasible digital contour smoothing have been
suggested. These arrays are completely pipelined

on a bit-level and achieve very high throughputs.
In this paper, highly concurrent pipelined VLSI

computing structures for purposes of real-time
digital curves analysis are described.

2 Digital Contour Smoothing
Let a digital picture be a finite rectangular array
represented by a finite square grid Ω, where the
distance between neighbouring grid points of Ω
is equal to 1. Let a digital contour be a planar
simple closed digital curve Γ ≡

⋃N
j=0 Sj , where

Sj is a linear segment of the length 1 whose
end points (xj , yj) and (x(j+1)modN , y(j+1)modN )
belong to grid points of Ω and for each j there are
exactly two points (x(j−1)modN , y(j−1)modN ) and
(x(j+1)modN , y(j+1)modN ) for which

| xj − x(j−1)modN | + | yj − y(j−1)modN |= 1
and
| x(j+1)modN − xj | + | y(j+1)modN − yj |= 1.

Let us denote

X =

(
x0 x1 ... xN

y0 y1 ... yN

)T

.

A digital contour smoothing in the least-
squares sense is defined by a linear operator 1

cC



which is applied on X [18, 9],

1
cCX = X′, (1)

where C is an (N + 1)x(N + 1) circulant Toeplitz
matrix and c is the sum of all elements of a row of
C. The coefficients of C are defined by the least-
squares approximation (for more details see [8]).

These operators are position invariant [18].
It means that the smoothed contour 1

cC X =X′

has the same centroid as the original digital con-
tour X itself.

A subset of these operators has the property
that they are feasible [18]. A linear operator 1

cC
is feasible if

| xj − xj
′ |< 1

2 , | yj − yj
′ |< 1

2 (2)

for all j, where xj , yj are elements of X and x′j , y′j
are elements of X′. According to this definition
the feasible operator is defined by the constrained
least-squares smoothing with the constraint de-
fined by (2), i.e., it generates points which lie in
the interior of the corridor
N⋃

j=0

{(u, v) ∈ R2 : (| xj−u |≤ 1
2) ∧ (| yj−v |≤ 1

2)} .

It has been shown that the operator 1
cC defined

by polynomials of the third degree and by seven
points in the least-squares sense has the form [18]

1
21


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. . . . . . .
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6 3 -2 -2 3 6 7


, (3)

where only non-zero elements of C are registered.
For this operator it holds that [18]

| xj − xj
′ |< 10

21 , | yj − yj
′ |< 10

21 . (4)

The value 10
21 is the greatest value less than 1

2
among all values defined by feasible least-squares
smoothing operators and so it performs in some
sense ”maximal” feasible smoothing.

The digital contour smoothing by (3) can be
described by a set of direction vectors related to
(3). They are defined by

caix = cx′i − cx′(i+1)modN

caiy = cy′i − cy′(i+1)modN

}
(5)

where the values of x′i, y′i and x′(i+1)modN ,
y′(i+1)modN correspond to the coordinates of mid
points of two subsequent digital arcs of the length
of 7 points.

-
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Fig. 1. Notation to (5).
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Fig. 2. Direction vectors (5) related to (3).

In order to identify all possible direction
vectors related to (3), it is necessary to analyze
all possibilities of digital arcs of the length of 8
points which begin in (0,0). The corresponding
direction vectors (5) in the first octand are as
follows [18]:

(15,0),(19,0),(21,0),(25,0),(14,1),(20,1),(22,1),(17,2),
(19,2),(23,2),(12,3),(16,3),(18,3),(22,3),(11,4),(17,4),
(25,4),(14,5),(16,5),(20,5),(9,6),(13,6),(15,6),(19,6),
(14,7),(18,7),(11,8),(13,8),(17,8),(12,9),(16,9),(11,10),
(15,10),(14,11),(18,11),(13,12).

The vectors in the second octand are mirror
symmetric according to the diagonal. According
to this, it holds that caix ∈<−25, 25 >, caiy ∈
<−25, 25>. The total number of all direction



vectors (5) is 272 and they can be represented by
the scheme shown on Fig. 2 [8]. The unit distance
of this array is

√
2
21 . The minimal vector length

has the value
√

117
21 and the maximal vector

length has the value
√

641
21 .

3 Applications
The linear operator (3) allows to smooth digital
contours in the least-squares sense preserving a
contour shape and to minimize the undersam-
pling, digitizing and quantizing error. It is able
to improve the stability of estimation of local
and global invariants which are related to the
continuous pre-digitized contours of original ob-
jects investigated. Note that the digital contours
are assumed to correspond to the continuous
contours (i.e., a suitable noise supression has
been performed [20, 11, 15, 16]).

The direction vectors of (3) can be ordered ac-
cording to their increasing angle with the x-axis
and according to their decreasing norms if there
are more vectors which have the same angle. Since
they can be numbered by the numbers Ni ∈
< 0, 271> according to their ordering, a simple
coding scheme for encoding the smoothed curve
can be obtained (see bellow).

The area of the closed polygon P bounded by
the smoothed contour is defined by

P1
cCX = 1

c2

N∑
i=0

caix(cyi + 1
2caiy) =

= 1
2c2

N∑
i=0

(caixsi + caiycaix), where

si := si + 2caiy; s0 := 0. (6)

The length of the smoothed contour is defined
by

L1
cCX = 1

c

N∑
i=0

((caix)2 + (caiy)2)
1
2 .

For the first-order moments according to the x-
and y-axis, it holds

M
1
cCX
1x = 1

2c3

N∑
i=0

caix((cy′i)
2 + caiy(cy′i + 1

3caiy)),

M
1
cCX
1y = 1

2c3

N∑
i=0

−caiy((cx′i)
2+caix(cx′i+

1
3caix)).

The center of gravity (xT , yT ) is defined by

xT =
M

1
cCX
1y

P1
cCX

, yT =
M

1
cCX
1x

P1
cCX

.

The second-order moments according to the x-
and y-axis are defined by

M
1
cCX
2x =

= 1
3c4

N∑
i=0

caix((cy′
i)

3 + 3
2
caiy(cy′

i)
2 + (caiy)2(cy′

i + 1
4
caiy)),

M
1
cCX
2y =

= 1
3c4

N∑
i=0

−caiy((cx′
i)

3+ 3
2
caix(cx′

i)
2+(caix)2(cx′

i+
1
4
caix)).

For the smoothed central second order moments
according to the center of gravity, we have

M
1
c C(X−XT)

2x = M
1
cCX
2x −2yT M

1
cCX
1x +y2

T P1
cCX,

M
1
c C(X−XT)

2y = M
1
cCX
2y −2xT M

1
cCX
1y +x2

T P1
cCX,

where XT =

(
xT xT ... xT

yT yT ... yT

)T

.

Note that it depends on the concrete ap-
plication when the normalization by c will be
performed. It can be done after the invariant has
been calculated from the array CX.

4 Systolic arrays
The matrix-matrix multiplication CX can be re-
presented by two circulant convolutions

cx′i =
3∑

j=−3

cjx(i−j)modN

cy′i =
3∑

j=−3

cjy(i−j)modN , i = 0, 1, ..., N


(7)

where c−3 = c3 =-2, c−2 = c2 = 3, c−1 = c1 = 6,
and c0 = 7 denote the non-zero elements of the
matrix (3). The circulant convolution (7) can be
efficiently realized in serial as well as in parallel
pipelined manner.

In [18], a linear systolic array for the calcu-
lation of (7) has been suggested. It has simple



cells (see Fig. 3a) separated by delay elements
controlled by a common clock. The numbers of
delay elements at z- and x-connections and the
necessary input operations are shown on Fig.
3b. Since the primitive operations performed
are operations on the word level, the array
is qualified as a word-level systolic array
with the throughputs (N+13)T, where T is the
execution time of a single cell function.

In [18, 7, 9], a bit-level pipelined implementa-
tion of (7) on simple regular systolic structures
has been investigated. The effective bit-level
implementation of (7) is based on a suitable
decomposition of the matrix C, which is circulant
Toeplitz matrix with integer elements, onto a
sum of integer sparse matrices with non-zero
elements which are powers of 2. Each particular
decomposition of C corresponds to a decompo-
sition of (7) and represents a concrete bit-level
implementation strategy [8, 9].

z
x

z′

x′
z′ =: z + cjx;
x′ =: x

-
- cj

-
-

0 0 0 0 . . . 0 0 0 0
x3 x2 x1 xN . . . x1 xN xN−1 xN−2 -

- - - - - - -
- - - - - - -

-
-2 3 6 7 6 3 -2

2 2 2 2 2 2
1 1 1 1 1 1

(a) (b)

Fig. 3. Word-level systolic array for the least-squares 7-point digital contour smoothing.
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(b)

column 1 2 3 4 5 6 7 8 9 10 11 12
coefficient -1 2 -1 -2 -1 -2 4 8 4 8 4 -2
NDEz 1 1 3 1 3 1 1 1 1 1 1 1
NDEx 0 1 1 1 1 1 3 3 2 1 2 1

(c)

Fig. 4. A bit-level systolic array for the least-squares 7-point digital contour smoothing.
NDE∗ - number of delay elements on ∗-connections.

In [18], the matrix C is decomposed onto the
sum of 2 matrices C(1) and C(2), where neigh-
bouring non-zero elements from c

(1)
j or c

(2)
j , j =

−3,−2, ..., 3 represent the neighbouring powers of
2 (see Table 1). Moreover, the last non-zero ele-
ment from {c(1)

j } and the first non-zero element

from {c(2)
j } are also neighbouring powers of 2.

Therefore, the calculation of (7) can be realized
by 2 subsequent word-level systolic arrays, which
perform the corresponding circulant convolutions.
Then, each word-level cell in such array can be
realized as a linear vertical systolic array of full
adders (see Fig. 4a), which are separated by de-
lay elements, and the whole calculation can be
pipelined on a bit level.

In [7, 9], other particular decompositions of
C and corresponding bit-level systolic pipelined
strategies of the calculation of (7) have been in-
vestigated and higher throughputs of the arrays
have been achieved.



j -3 -2 -1 0 1 2 3
cj -2 3 6 7 6 3 -2
c
(1)
j 0 20 21 −20 21 20 −21

c
(2)
j −21 21 22 23 22 21 0

Table 1

For the purposes of this paper, let us consider
the case of 8-bit input data. In this case, the
intermediate results can be represented by (8
+ d log221e+ 1) = 14-bit numbers. Then, a
systolic array with maximal throughputs and
optimalized numbers of its structural elements
is shown on Fig. 4 [9]. The whole array is
a 2-dimensional regular matrix of full adders
arranged into 12 columns (corresponding to the
non-zero elements of decomposition matrices)
and 14 rows (corresponding to the bits of differ-
ent significance), which are connected by delay
elements (see Fig. 4b-c). The directions of z- and
x-connections are constant for the whole array;
the directions of x-connections are constant
within one column and change from column to
column. The shifting of x-data by just one bit
position upwards, downwards, or horizontally,
corresponds to the multiplication by 21, 2−1,
or 20, respectively. The multiplication by -1 is
realized by converting the x-inputs into their
2’s complements (inverters are denoted as small
black circles, see Fig. 4b). The numbers of delay
elements on x- and z-connections, constant within
one column, change from column to column. The
number of delay elements on c-connections is
constant in the whole array. The vertical and
horizontal pipelining of the calculation achieved
by involving delay elements on c-connections of
the array and by corresponding transformation
of numbers of the delay elements on z- and
x-connections requires the input data scewing
to provide the proper data alignment (see Fig.
4b-c). The clock period of such completely
pipelined system is controlled by the delay t of
a single full adder. The primitive operations
performed are operations on the bit level and
so the array is qualified as a bit-level systolic
array. This array was obtained by the analysis
of all possible decompositions of C mentioned
above and has maximal throughputs and minimal
numbers of cells and delay elements used (for
more details see [8, 9]). The throughputs of the

array is (N+36)t, where t is the delay of a single
full adder and N is the number of points of the
digital contour.

5 Concurrent pipelined com-
puting structures
In this part, highly concurrent pipelined com-
puting structures which are enable to calculate
invariants related to digitized contours inves-
tigated will be described. The hearth of the
computing structures represents the systolic
array for the feasible least-squares digital contour
smoothing described above which can be denoted
by the scheme shown on Fig. 5.

xi−3

yi−3

cx′i

cy′i-

-

CX
-

-

Fig. 5. Scheme of the systolic array for
the digital contour smoothing.

xi−3

yi−3

cx′i

cy′i-

-

CX
-

-

Σ

∗

∗

∗

Σ

-
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Σ
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Σ

-
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-

Σc2y′i
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Σc2x′iy
′
i
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Fig. 6. Scheme of a computing structure for
moments estimation.

The most commercially available vision sys-
tems are based on moment invariants [4, 12, 17].
The first and the second-order moments (non-
normalized) of the smoothed curve can be realized
by a parallel pipelined computing scheme shown
on Fig. 6.

The systolic arrays, which are effectively
implementable in VLSI, can be effectively used
in situations where the subsequent processing
requires only elementary arithmetic operations
which can be realized with the same frequency
as the systolic array has itself. Therefore, for the
length calculation and for the encoding of the
smoothed contour, a pipelined computing scheme



can be suggested (see Fig. 7). This pipeline
comprises the following functional elements:
systolic array for digital contour smoothing,
string generator (aibi represents a string, each
string element ai, bi∈<0, 50>, i.e., each element
requires six bits) and 4K 32-bites LUT memory
(aibi represents an address on which the values
of Li and Ni are stored whereby for each value
16 bits are reserved). On the output of the
pipeline the values of Li and Ni are obtained in
parallel, so that the scheme achieves the effect
of multiprocessing and enables to avoid the
calculation of Li and Ni.

xi−3

yi−3

cx′i

cy′i-

-

CX
-

-
ai := cx′i- cx′i+1+25
bi := cy′i- cy′i+1+25

-
aibi

LUT
-

-

Ni

Li
Σ -ΣLi

Fig. 7. Scheme of a computing structure for
the length estimation and the smoothed
contour coding.

The area of the smoothed curve can be realized
by a concurrent computing structure shown on
Fig. 8, where R performs (6).

xi−3

yi−3

cx′i

cy′i-

-

CX
-

-
caix := cx′i- cx′i+1

caiy := cy′i- cy′i+1 -

-

caiy

caix

R -
2cy′i

�@ -
-

-

∗

∗
-
-

+-Σ-| | -2c2P

Fig. 8. Scheme of a computing structure for
the smoothed contour area estimation.

6 Conclusion
In this paper, highly concurrent pipelined VLSI
computing structures for digital curves analysis
are described. The heart of these computing
structures is represented by the systolic array for
the constrained least-squares digital contour
smoothing. The computing structures enable to
estimate invariants related to digitized contours,
such as the area, the length, the first- and the
second-order moment invariants and encoding
of digitized curves, in parallel. They can be
realized on single VLSI chips and are dedicated
for real-time digital curves analysis.
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