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ABSTRACT

Present and Future networks are highly diverse environments bringing together in a synergy different technologies such as IP, WLAN, DVB, UMTS. End-to-End delivery of services over heterogeneous environments with quality of service guarantees is a major challenge for research community with no apparent unified solution. In this paper, the perspective for End-to-End (E2E) QoS is outlined in the view of ENTHRONE (End-to-End QoS through Integrated Management of Content, Networks and Terminals) project . The aim is to develop an integrated network management solution that will handle in a homogeneous manner a number of network segments, including wired (IP based core network) and wireless (DVB, WLAN, UMTS), segments. Apart from implementing the management functions, enforcing policies and making provisioning decisions for optimising the usage of network resources, the solution will also provide service level monitoring functions for in-service verification of offered services by verifying whether the committed QoS performance guarantees are in fact being met. The overall network architecture, certain operational scenarios alongside remedial actions to QoS degradation are focal points of this paper. 

I. INTRODUCTION

Today, the telecom and IT market is facing a peculiar problem: although the technology has evolved and the infrastructure for both the core and the access networks are in place and there are services available to be used, the Network Operators (NOs) and Service Providers (SPs) revenues remain low. . Customers demand to subscribe to QoS-based IP services with different levels of performance and traffic guarantees and their service requirements may span a wide geographical scope. New services/applications and new attractive applications are not massively yet available due to the issues and problems related to the E2E QoS delivery across multiple domains.
Considerable effort is placed on the end-to-end Quality of Service issues. AQUILA (c.f., [1]) project considered dynamic E2E QoS provisioning in IP networks, implementing prototypes of a QoS architecture for a carrier grade DiffServ (c.f., [2]) core network. The project supported a wide range of applications by providing a complete QoS management system, targeting intra-domain based IP networks . TEQUILA (c.f., [3]) project developed architectures, algorithms and protocols for negotiation, monitoring and enforcement of Service Level Specifications (SLS) between NOs and their customers . A functional model for a complete solution to intra-domain traffic engineering to meet contracted SLSs in a cost effective manner was envisaged and was validated through both simulation and/or testbed experimentation. In MESCAL (c.f., [4]) project the focal point is on the specification and validation of scalable, incremental solutions for flexible provisioning of inter-domain QoS across the Internet. In CADENUS (c.f., [5]) project an integrated solution for the creation, configuration and provisioning of end-user services with QoS guarantees in Premium IP networks was proposed. CADENUS supported structuring a set of core functional blocks at the user - provider interface. Service creation and configuration is performed in a dynamic way through the appropriate linking of user related service components (authorisation, registration, etc.) to network related service components (QoS control, accounting, etc.).

Dealing with the end to end QoS issue, ENTHRONE 
adopts a business model in which Content Providers (CPs) and Content Consumers (CCs or end users) are considered as one entity, while NOs and Service Providers (SPs) are other entities. In this approach, every end-user can potentially be a CP, but can also consume content. This new entity (proposed and supported by MPEG-21 framework) will be responsible only for the generation of the content and will focus only on the business aspect of the service. A second entity (i.e., NOs) is responsible for engineering the network and for the provisioning of networking resources, required for service/content delivery. An overlaying Integrated Management System (IMS) requests NOs (based on the QoS peering model employed) to monitor, control and manage the network resources based on specific policies derived from the requested QoS and the capabilities of each network. In this context, a networking environment can be created, that allows provisioning and maintaining of an end-to-end agreed QoS through heterogeneous networks, owned by different NOs.

The rest of the paper is organised as follows: The overall network architecture is presented in Section II. The main operational scenarios considered by ENTHRONE are outlined in Section III. Finally, in Section IV the architecture of the monitoring system supporting both service and resource management is introduced with concluding remarks provided in Section V.

II. OVERALL Network Architecture 

It is a well-known fact that in the majority of current technology networks, nodes are interconnected through IP based core networks over point to point links. End users are connected to the Provider Edge nodes through an access network. The connection to the access network either being wired (modem, direct connection) or wireless (DVB-T/S, GSM/GPRS, WLAN, DAB, etc). 

Regarding the ENTHRONE project, the overall network configuration proposed is depicted in Figure 1. 
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Figure 1: Overall Policy based Networking Architecture.
It is based on the concept that all considered types of networks (IP, DVB, Wireless links) may be used as the core segments and as the access network segments. In this way, two nodes can be connected through an IP based core network or a DVB-T based segment. Similarly, an access network can be based on a wired IP infrastructure or on DVB-S or UMTS systems. Moreover, there is no apparent distinction between CPs and end-users, both considered as end-users, exchanging content. This approach enables the consideration of an E2E provision of content over heterogeneous networks. To fulfill this requirement, the project aims to develop an integrated management solution, which will be able to manage in a homogeneous manner many types of network segments either in the core or in the access domains. It will not only be able to enforce/propose management functions and policies, but also to monitor and analyze the QoS performance provided by the network segment levels and at the service levels. Using XML scripts and appropriate interfaces, a higher level language will be used to manipulate and control different types of equipment used in the network segments. This can be done through a Generic Adaptation Layer that isolates the management system from the various types of nodes used in the network and for node communication through specific drivers adapted for each specific node.

Signalling protocols will be used or new protocols will be defined in order to provide QoS at the network, service, or application levels. The objective is to efficiently engineer the network and manage the network resources, through policy directives. The policy-driven (c.f., [7]) architecture is based on the following client-server architecture:

· The Policy Enforcement Point (PEP), where policy decisions are actually enforced. The PEPs are embedded in network nodes;

· The Policy Decision Point (PDP), where policy decisions are made. The PDPs are likely to use an LDAP-based (Lightweight Directory Access Control) directory services for storage and retrieval of policy information;

· Local PDP can be used to make local policy decisions in the absence of a centralised PDP.

Normally, a network domain, owned by an NO, applies its own policy based management rules, through a set of a PDP and PEPs. The harmonised functionality of these heterogeneous networks is achieved at the PDP level, with the IMS forming a distributed management system among all PDPs. In this way, the underlying network management system of each domain remains unaffected of the IMS. A suitable protocol, like COPS (c.f., [8]), conveys self-identifying objects for relaying policy decision and reporting. This communication protocol is appropriate for PEP-PDP exchange messages. When it comes to non-IP networks, ENTHRONE suggests using the same technique. That is, protocol extensions will manage the PEP/PDP nodes for QoS management for both the IP and the non-IP networks.
In particular, ENTHRONE considers a networking infrastructure as depicted in Figure 2. The physical Plane includes the actual networking elements and is comprised of Autonomous Systems (AS) with the capability for service differentiation. The Control Plane hosts the PEPs, either referring to edge devices (ePEP) or to core devices (cPEP). The Management Plane is both considering intra-domain and inter-domain aspects as implemented through PDPs. Finally, the Service Plane is responsible for the establishment of the SLAs between SP and NO, between NOs, and between NO and/or CC.
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Figure 2: High Level Networking Infrastructure.
III. OPERATIONAL SCENARIOS
The functional specification for the operational scenarios of the ENTHRONE system will provide input for the respective networking infrastructure. The three major operational phases are defined as:

· Initialisation

· Signalling/Content delivery

· Service monitoring

A. Initialisation phase

The ENTHRONE infrastructure considers independent network domains administrated by different NOs, managing the resources within each AS. Customers of the Enthrone can either provide content or/and consume content, CP and CC respectively. Moreover, SPs are responsible for the connection of CPs to each of the CCs. Service Level Agreements (SLA) are used between providers and between the SP and the end-users. SLAs/SLSs can be used to anticipate traffic profiles including requested traffic loads, the number of subscribed users, requested quality levels, etc. 

At the initialisation operational phase the agreed SLAs/SLSs among NOs, SPs and CPs are the commitments for provisioning and engineering the networks. The result of network provisioning is a set of network configurations for the underlying segments (i.e., IP core network and various wireless access/core networks). The agreed SLSs are translated to MPEG-21 scripts and applied to the underlying networks. The same set of scripts (commands) may be applicable to both IP and non-IP (i.e. DVB) networks. 

Moreover, each time a new CP requests for the service, a SLA/SLS between the responsible SP/CP and the user is established. The right to invoke the service to this user may be given either immediately if the network resources are already provisioned or postponed until resources are allocated accordingly. It should be mentioned that resource allocation happens at the aggregated level and not per service/flow level. 

A.1. Configuration of ENTHRONE network based on SLAs/SLSs
Given that the route between the user/content generator and the user/content consumer (according to MPEG-21 terminology) will, in general, pass through many NOs, it is important to consider the SLAs/SLSs to be established between ENTHRONE entities. Two types of SLAs/SLSs are envisaged. One is the ‘provider’ level SLS; , between SP and NO, and between NOs, . Another type, at the ‘customer’ level, would be between CC and SP in order though for subscribing and agreeing on E2E QoS between CC and CP. 
ENTHRONE adopts the assumption that each NO that participates in the ENTHRONE infrastructure administrates its own AS. An SLA/SLS between two NOs (e.g., NO1 and NO2) concern agreements for the utilisation of the  NO2 networking resources by traffic streams coming from NO1 for the specific QoS targets specified in that respective SLA/SLS.
At the configuration phase the committed SLAs/SLSs among NOs, SPs and CPs are realised by the actual provisioning and engineering the networks. The result of network provisioning is a set of network configurations for that will be downloaded to the underlying segments and make the network ready to provide E2E QoS-based services.
A.2. DiffServ in ENTHRONE network architecture 
For the QoS provision in the horizontal axis, IP networks will have to support the DiffServ technology (c.f., [2]). This technology can offer QoS guarantees for aggregate flows. DiffServ defines Differentiated Service Code Point (DSCP) in IPv4 TOS field or in IPv6 Traffic Class field. All traffic in one DSCP is treated the same, and the Per Hop Behaviours (PHB) are determined by DSCP values of the packets.

Complying with the Differentiated Services Architecture, ENTHRONE is going to support a few number of QoS classes. The main classes to be supported are: Expedited Forwarding (EF), Assured Forwarding (AF) and Best Effort. All the ENTHRONE services (especially video) of various rates will be marked accordingly, at the CP and checked at the edge router of the first NO in the path. 

In particular, for the DVB networks, appropriate CBQ techniques will be adopted in order to preserve/map the DiffServ enabled traffic streams to DVB transport streams.

B. Signalling/Content delivery phase

This phase includes two sub-phases:

(a) content and path discovery and path setting, the end-to-end QoS signalling for the discovery of the appropriate content and the setting of the respective path for serving the traffic flows, and 

(b) content delivery, the actual content delivery from the generator to the consumer. 

The first sub phase is initiated by the SP for a service delivery from a CP to a number of CCs located in a remote domain. This request drives to the ‘discovery’ of the appropriate path/s aligned to CC’s requirements via the IMS Dispatcher sub-system. . 

The next networking step in order to start the content delivery is the setting of the path. This implies resource reservation/allocation via a resource allocation protocol at the IMS network sub-system. Once the QoS-enabled path is set-up, the SP can decide to accept CC requests or reject the requests if the resources are not provisioned along the path.

In the second sub-phase, content is either delivered successfully or fails to deliver due to service degradation factors. 

C. Service monitoring phase

During the actual content delivery phase, both the provided aggregate net-QoS (in inter- and intra-ASs domains) and the user-QoS for each individual served traffic flow can be monitored. User traffic flows may be monitored individually or selectively in order to make the monitoring system scalable.
For monitoring the net-QoS, it is assumed that the underlying networking infrastructure (routers, multiplexers etc) allows the retrieval of certain appropriate traffic-flow metrics. Some indicative metrics are as follows:

· Link utilisation between two AS border routers

· Throughput per traffic flow 
· 
· 
Dropped packets per traffic class
· 
· BER, signal strength etc of a wireless link

Active measurements for performance related metrics need also to be performed. In addition, Perceived QoS (PQoS) meters can be installed in various locations between the NOs in order to check the perceived quality of user application at different points and locate the possible points of any QoS degradation. .

There are mainly two alternative ways to retrieve those metrics from NOs. In one case, NOs could allow the intervention of an external entity to their infrastructure in order to retrieve the metrics of interest. An alternative solution is the use (or development) of monitoring agents , owned by the NOs, which can be used to retrieve the performance and traffic related metrics. The ownership of the appropriate Quality Meters (QMs) do not affect the adopted technical solutions.

In order to monitor the user-QoS, it is assumed that a user terminal is able to detect that the PQoS has fallen bellow the acceptable threshold and notifies accordingly the IMS part of the NO in which it is connected. 
One of the main purposes of monitoring process is to find the cause of QoS degradation (considered as a “triggering event”), along the path and propose or enforce remedial actions or record the event, its location in the network and its cause. 


IV. MONITORING SYSTEM ARCHITECTURE 

An integrated inter-domain QoS monitoring and analysts system is required for the purpose of supporting first service and then resource level management.
This monitoring system should provide information for service assurance and resource management in:

1. Assisting Content/Service Providers to verify whether the QoS performance guarantees committed in c/pSLSs are in fact being met. SLSs can differ depending on the type of services offered and different SLS types have different QoS requirements that need processing different types of information. In-service verification of traffic and performance characteristics per service type may be required.

2. Assisting network providers in making provisioning decisions for optimising the usage of network resources (both at intra and inter-domain levels) according to short to medium term changes as well as providing measurement information for long-term planning in order to optimise network usage and avoid undesirable conditions.

ENTHRONE may offer different monitoring granularity levels starting from the level of QoS classes to micro-flows. The QoS classes can be used for different service options in order to offer quantitative (hard) guarantee, qualitative (statistical) guarantee, or very limited/no (loose) guarantee. 

Relevant performance measurements in IP networks include one-way delay, packet delay variation, and one-way packet loss and traffic related measurements include traffic load and throughput. Monitoring can be performed at different levels of flows, interfaces links, nodes, node-pairs, or routes by passive or active measurements. Performance measurements in DVB networks include integrity and consistency checks of the Service Information (SI) in the Transport Stream that allows access to individual services by the user equipment. 

The Monitoring infrastructure uses three distinct entities in order to fulfil the above requirements. These entities are namely Node Monitors to perform node-related measurements, Network Monitors to perform network-wide post-processing of measurement data, and Service Level Monitors. PQoS monitors are regarded as Node Level Monitors. They are used to examine application level perceived quality of Digital Items.
Service Level Monitor, ServMon in short, is to perform customer/provider related service level monitoring, auditing, and reporting. Each NP can have a Service Level Monitor for its own purposes. In Enthrone, we can envisage a centralised Service Level Monitor at the Service Provider location, since it must keep track of the compliance of the level of service provided to the customer SLS instances. It utilises information provided by the node and network monitoring entities of the networks involved in the end-to-end chain of QoS delivery. This centralised Service Level Monitor may serve one/more SPs.
In addition, an IMS entity (IMS Dispatcher), receives “QoS degradation Alert” from PQoS agents which are assumed to be located in front ends (terminals, SP premises) or at NO domain boundaries. Consequently, QoS/resource monitoring activation is triggered by end-user perceived quality degradation. IMS Dispatcher then initiates “a QoS degradation location discovery” process by requesting the Service Level Monitor to report on service performance. We are assuming that IMS Dispatcher is a distributed entity that is also located at the SP premise, and has a specific role of co-ordination of the QoS monitoring and QoS adaptation operations through predefined policies and rules and by passing the corresponding service and monitoring parameters. 
Node Monitors initiates the measurements and collects Information on PHBs and QoS routes. This can be from the PHBs at the border routers for inter-domain provisioning/allocation purposes. In addition, it can be performance-related information on per AS hop i.e., between ingress border router of a domain to the ingress border router of its immediate downstream domain for specific QoS route. It also can be between ingress and egress points for specific QoS routes. Passive monitoring (offered load and throughput) for cSLS can be performed at the ingress and egress points. Passive monitoring for pSLS can be performed at the border routers.

Network monitor can deduce an end-to-end performance view by analysing PHBs and routes related measurements. PHB QoS performance measurements can be used for managing link bandwidth and buffer space. Any intra/inter-domain “Network Provisioning” sub-system may also need to know the measured performance of the various routes in order to do route management, load balancing, and dimensioning.

Service Level Monitor uses the measurement data, which is collected by Network Monitors and Node Monitors, and combines the data for c/pSLSs, i.e., path level performance related measurements and SLS specific traffic related statistics. Since each service type has certain requirements different metrics may need to be measured for each service type.

The ENTHRONE project uses the EQoS-RM signalling protocol with a simple request/response (on demand monitoring) or provisioning monitoring (continuous monitoring). These mechanisms use a set of messages as follows:

· EQoS-RM_Request: this message is initiated by the ServMon (SP) after a cSLS violation reported by the end user/Front End. This message is transmitted in cascaded mode across NOs along the traffic path.

· EQoS-RM_Report: this message indicates the measurement results in reverse direction. In case of continuous monitoring, this message can be generated periodically in provisioning mode with a certain frequency. 

For efficiency and scalability reasons, the monitoring architecture in ENTHRONE is structured in hierarchical way. Hence, if we establish that there is quality degradation in certain service (through PQoS measurement), a top-down procedure (from service level to node level) is invoked to determine the entity (usually NO) that is responsible of it. Then, appropriate actions are taken such as DIA adaptation, c/pSLS renegotiations, path switching, specify the NO responsible, re-route, etc. 

The cSLS violation is reported to the IMS Dispatcher of SP, which represents the unique ENTHRONE entity that is able to trigger a high-level actions involving the NO and CP. The cSLS violation is detected through (1) an application-level measurements (PQoS) by the end-user (or at the Front Edge on behalf of the end-user); (2) a network-level measurements (NQoS) at each NOs.

It should be noted that QoS level service monitoring functions depends on the type of QoS peering model employed.

The monitoring operation is normally split into following elementary phases:

Registration: Request for and register for monitoring processes by a monitoring client.
Configuration: Configuring the monitoring processes/components by the monitoring client. This includes providing the type of measurements, sampling intervals, thresholds, etc.

Execution: Performing the measurements (passive and active) based on the received configuration and measurement retrievals.

Data Storing: Storing the raw/processed data or results in repositories for further and later analysis.

Reporting and exception: the analysed measured data/results/events are reported back to the interested monitoring clients and may be accessed through monitoring GUIs.

These elementary operations are combined in three distinct operation procedures to permit a large scale and evaluative service-driven monitoring system: Service monitoring set-up/configuration procedure, Continuous service monitoring procedure, and On-demand service monitoring procedure.

Monitoring in DVB networks can also be performed at different levels.  At node level, standalone tools as passive monitors are used. At service/application level, Perceived Quality of Service (PQoS) monitoring can be performed measuring related parameters of DVB applications.
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V. CONCLUSIONS


In this paper, the perspective for End-to-End (E2E) QoS is outlined in the view of ENTHRONE (End-to-End QoS through Integrated Management of Content, Networks and Terminals) project. The aim is to develop an integrated network management solution that will handle in a homogeneous manner a number of network segments, including wired (IP based core network) and wireless (DVB, WLAN, UMTS), segments. Apart from implementing the management functions, enforcing policies and making provisioning decisions for optimising the usage of network resources, the solution will also provide service level monitoring functions for in-service verification of offered services by verifying whether the committed QoS performance guarantees are in fact being met. The overall network architecture, certain operational scenarios alongside remedial actions to QoS degradation are focal points of this paper. 
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