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Abstract: - The new family of the digital signal processing techniques to detect image edge is considerable. The overall approach is called “parametric filtering“, it opens greatly promising ways in edge analysis and segmentation, including, in particular, the signal of the demodulated lag-one autocorrelation 
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 , plots of the time correlation analysis and the distortion measure based on the signal
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. The initial experiments, described in this project, establish the growing interest of the parametric filtering method with their significance and the new diagnoses of various image edge analysis.
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1   Introduction

The Digital Signal Processing had a very great impact on coding, image recognition and edge detection. In these three fields, there was the need for detecting the variations of the entering signal such as the estimates of the attributes related to image models (contrast, width and clearness) or the addition of the background noise [2],[3].

The image processing must be developed for various reasons according to research in the comprehension of the production process of contour, and it is the key or the precursor in the applications of the image edge detection. However, the problems of edge detection imply the construction of the time series and the spectral models and the detection of the edge structure changes according to the characteristics of the image (contrast, luminosity, background noise and a number of objects appearing in the image…)

Since this method is successfully applied to speech and vocal segmentation, one will project it, by application, on edge detection to weigh its robustness with the background noise and with the various types of images.

In addition to generalization, parameters or characteristics which the image represents, image processing can also achieve detection of the maxima in the model parameters and in the background noise filtering [1],[4],[5].

For edge detection, it was always necessary to classify the image as noised or noiseless for various contrast and clearness states, however, the growing interest for edge detection with various methods created the need for a broad range of classification of the image in categories. In particular, if is often approved to detect the border of the object, signal activity, background noise, etc… [6] [7]. 

There is a broad literature in the digital signal processing for image segmentation with applications to image processing, synthetisation and with edge detection.

The methods of PF (parametric filtering) use the technique of passage by zero, to detect the maxima points of edge and make edge detection more sophisticated.

In each of these methods, one may finds more indicators, such as the number of passages by zero, the uncertainty of spectral distortion measure error, to detect significant variations.  

In this article, we suggest a new method to detecting image contours based on the technique called “Parametric Filtering” [8], [9]. To segment the image edge in relatively homogeneous sections, the suggested method combines a parametric filter with the analysis of the lag one autocorrelation of the filtered image signal, once done; it will produce a new characteristic function for the signal image spectrum, based on this new   characteristic function. Various distortion measures are proposed as indicators of the spectral change. Initial research showed that these indicators show good performances for edge detection and segmentation and resistance to background noise and fluctuations of dominant spectral peaks.

Being an independent model, these indicators avoid the problem of modeling inaccuracies, shown in the selected model-dependent methods.  

2 General View on parametric filtering        

      methods

To put it simply, we classify the methods into two categories: the model-based methods and the model-free ones. For more information refer to [3], [10] and [11]

2.1 Model-based Methods

They depend primarily on modeling LPC (auto regressive) due to considerations of the calculation effectiveness.

One of the methods is derived from a GLR test (A generalized likelihood ratio) by assuming that the signal is part of an auto regressive process led by the Gaussian white-vibration. By giving a field to the signal, the method, in theory, tests the assumption that no change occurs in the field, whereas a variation takes place in this field at a certain time t. Using LPC models, the Gaussian likelihood functions are evaluated under the two assumptions and the likelihood ration Dt is calculated for each t. If Dt is maximized in t=t* and the maximum exceeds a certain threshold, a change in t=t* happens.

Moreover, the probability likelihood ratios to LPC models are also used as spectral estimators in the calculation of distortion measures to detect spectral variation [3],[12],[16].
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This leads to methods which avoid using the Gaussian assumption frequently signaled by the likelihood ratio tests.

Fig.1. Block diagram of the filter bank.
2.2 Model-free Methods

The existing model-free methods (non-parametric) are generally based on the direct use of the image spectrum, coupled with a spectral distortion measure. For example, Dehayes and Picard [9] use the spectral distance from Kolmogorov-Smirnov: 
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 are functions to estimated spectral distributions of two fields of the signal taken in the neighborhood of time t. The variation is declared as taking place in t when distance calculated in t exceeds a threshold.

Other spectral distances (distortion measures) can as well be employed for these goals [12],[13],[17], two examples are the spectral divergence of Kullback-Leibler (KL) [18]
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are the spectral density functions estimated from two frames of signal in neighborhood of t. In the image processing, DKL is also known as the Itakura-Saito distance and DLL2 known as the L2 distance of cepstral coefficients, especially when coupled with the LPC spectral estimator [12],[14].                                                       

3   Parametric filtering Method (PF)

Suppose 
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is real-valued stationary signal with mean equal to zero and autocorrelation function equal to
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. Let’s consider the recursive IIR (all-pole) filter 
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Where 
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, and the overbar represents complex conjugate. Let 
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For any fixed
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where 
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 represents the real part of a complex number. In this paper, we use 
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as a new characterization function, complementary to the Fourier spectrum, for representing the correlation structure of
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. We call this method of analyzing correlation (spectral) structure, the parametric filtering method.
To calculate
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, we do not impose any parametric models or distributional assumptions on
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; therefore, the method belongs to the model-free category without explicitly using the spectral densities. In applications, the method can be easily implemented with a filter bank shown in Fig.1, where 
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, the number of required multiplications is proportional to the length of the signal, and usually a few evaluations are sufficient for edge detection. If necessary, the analysis can also be carried out with a variable sequence (, using the prototype filter bank in Fig.1.

3.1 Distortion measures                        

Given two fields of image signal, say 
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 can be exploited to derive “distortion measures” that quantify the deviation of 
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The PF-based distortion measures that have been found effective in our pilot of image edge-detection include the Lp distance of
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for
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, and the (symmetrized) KL-type divergence measures
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and
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In these expression, ( is a subset of 
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Note that 
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also possesses the characterization property because of its equivalence to
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. In fact, it is easy to see that
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. In applications, these distortion measures are discretized using the output 
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from the filter bank in Fig.1.

4 Edge-detection applications   

4.1 Maximum points in edge-detection

In our preliminary experiments of image edge-detection, the approach of the peak choice (ex: [3],[14],[15]) is used for detection [3]. A typical method of the peak choice takes windows of 2N-points of the original image signal, in each point t, a window is centered in t and the other shifted in front of m-points.

For the continuation of all the experiments, we take m=N/2 (i.e. 50% of overlapping). The two windows are multiplied by N-point Hamming window before they are used in the evaluation of distortion measures. Let the resulting distortion be Dt. Then, the locations of significant peaks in the trajectory of Dt are regarded as locations of spectral changes. These locations may be identified from the zero-crossings of difference Dt - Dt-1. A peak in Dt is considered significant if its magnitude exceeds a threshold T. Improved performance can be achieved in general by smoothing the trajectory of Dt before the peak-picking step [3],[14].

4.2 Software Implementation

The step followed for the software implementation of PF method for edge-detection is illustrated in the Fig.2
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Fig.2. The flowchart of edge detection by PF         method

4.3 Bidimensional PF Method 
We apply this technique (PF method) to an image I(x,y), therefore we will follow stages:

1. we will calculate the parameter (:
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2. we will filter I(x, y) according to lines (X):
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3. the autocorrelation according to line (X):
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and then we take: 
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4. we fix (, N and m to measure the distortion by:

· the DKL  method following lines (X)
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        where: 
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 for: k=1,…,m-1

· the DLL2 method following lines (X):

[image: image67.wmf]2

1

)

2

(

,

)

1

(

,

2

,

)

(

)

(

1

å

=

-

=

m

k

k

x

k

x

x

m

N

h

g

h

g

g

q

q

q


with:
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are the two filtered signals.

5. we will filter I(x, y) according to columns (Y):
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6. the autocorrelation according to columns (Y):
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             and then we take : 

                      
[image: image72.wmf](

)

)

(

)

(

(.)

(.)

2

a

r

h

q

q

j

k

e

Y

-

Â

=


7. we fix (, N and m to measure the distortion with:

· the DKL  method following columns (Y)
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        where: 
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 for: k=1,…,m-1

· the DLL2 method following columns (Y):
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are the two filtered signals.

8. finally, we calculate the average of two distortion measures according to X and Y:
· the DKL method: 
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· the DLL2 method: 
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we get the following maxima (X) and (Y) of the image to have the desired contour.

5.  Practical results                                          

Fig.3 shows an image of 256*256 dimension, coded on 256 levels of grey, representing various objects and on which we tested the algorithm of the parametric filtering method.

Fig.4 shows the image edges when DKL distortion measure is used with the following parameters 
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Whereas Fig.5 illustrates the image edges when DLL2 distortion measure is used with the parameters 
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Regarding the size of Hamming windows, our tests are carried out on windows of size N=4.

The tests parameters are:
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 : Parameters of the parametric filter

m: size of the parametric filter.

On the practical level, the parameters which were carried out on the audio segmentation [19] are also adequate for edge detection. According to your Ta-Hsin [19], the adequate parameters are:
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We note that the chains of edges are continuous (Fig.4 and Fig.5) this allows the statement of good results
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Fig.3.  Original Image objets.
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Fig.4. Image edge with DKL Method 
[image: image88.png]



Fig.5. Image edge with DLL2 Method
6. Conclusion 

In this paper, a new method of image edge-detection and characterization is presented. PF method uses a judicious defined filter, which preserves the signal correlation structure as input in the autocorrelation
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of the output. This leads to the TCA plot showing the temporal evolution of the image correlation structure as well as various distortion measures which quantify the deviation between two zones of the signal (the two Hamming signals) for the protection of an image edge.

Future research will include the experimentation in the other edge-detection algorithms such as the multistage dynamic programming [14]. With new distortion measures as well as the complementary exploration of the TCA plots response and distortion measures of the various spectral changes and parameter selection.

Our work opens the field to experimentation and tests on other types of images and with various input parameters.

As the results we obtained are encouraging, we may, consequently, consider some prospects for extension listed hereafter:

1. A study of performance of the parametric filtering method, with a theoretical evaluation as well as an automatic selection of entry parameters for each type of images;

2. The use other distortion measure algorithms.
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Extraction of the Real Port:
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Distortion measure by the method of: DKL or DLL2





Parametric Filtering: H (z-1, α)


Yt (.)(i,j)=� EMBED Equation.3  ���.Yt (.)(I, j-1)+ Xt(.)(i,j)





Parameter Calculation α


αk = ηk.e-jθ





Entry Parameters:


ηa , ηb , θ





Use Hamming Windows 


g : Xt(1) , Xt(2)  size N = 4
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