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Abstract: - Web mining of browsing patterns including simple sequential patterns and sequential patterns with 
browsing times has been studied recently.  However, most of these works focus on mining browsing patterns of 
web pages directly.  In this work, we introduce the problem of mining generalized browsing patterns on 
cross-levels of a taxonomy comprised of web pages.  An algorithm called based on bottom up approach is 
proposed to discover these cross level generalized browsing patterns.  Example demonstrating the proposed 
approach is given.  Comparison with the Generalized Sequential Patterns (GSP) [16] and Apriori-Level 
algorithms show that our approach generates fewer candidate sequences. The proposed algorithm thus promotes 
the efficiency of discovering coarser granularity of web browsing patterns. 
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1. Introduction 
Web mining can be viewed as the use of data mining 
techniques to automatically retrieve, extract and 
evaluate information for knowledge discovery from 
web documents and services [11].  It has been 
studied extensively in recent years due to practical 
applications of extracting useful knowledge from 
inhomogeneous data sources in the World Wide Web.  
Web mining can be divided into three classes: web 
content mining, web structure mining and web 
usage mining [7].   

Web content mining focuses on the discovery of 
useful information from the web contents, data and 
documents.  Web structure mining deals with 
mining the structure of hyperlinks within the web 
itself.  Web usage mining emphasizes on the 
discovery of user access patterns from secondary 
data generated by users’ interaction with the web.  
In the past, several web mining approaches for 
finding user access patterns and user interesting 
information from the World Wide Web were 
proposed [3-6,15]. 

Web browsing pattern is a kind of user access 
pattern that considers users’ browsing sequences of 
web pages.  In fact, it is similar to the discovery of 
sequential patterns from transaction databases.  

The problem of mining sequential patterns was 
introduced in [1].  Let I={i1, i2, …, im} be a set of 
literals, called items.  An itemset is a non-empty 
unordered set of items.  A sequence is an ordered 
list of itemsets.  An itemset i is denoted as (i1, i2, …, 
im), where ij is an item.  A sequence s is denoted as 
(s1→s2→…sq), where sj is an itemset.  Given a 
database D of customer transactions, each 
transaction T consists of fields: customer-id, 
transaction-time, and the items purchased in the 
transaction.  All the transactions of a customer can 
together be viewed as a sequence.  This sequence 
is called a customer-sequence.  A customer 
supports a sequence s if s is contained in the 
customer-sequence for this customer.  The support 
for a sequence is the fraction of total customers who 
support this sequence.  A sequence with support 
greater than a user-specified minimum support is 
called a large sequence.  In a set of sequences, a 
sequence is maximal if it is not contained in any 
other sequences.  The problem of finding 
sequential patterns is to find the maximal sequences 
among all sequences that have supports greater than 
a certain user-specified minimum support. 

Many efficient algorithms for discovering 
maximal sequential patterns have been proposed 



[1,2,12,14,16,17,18,19,20].  In application to web 
browsing patterns, techniques for mining simple 
sequential browsing patterns and sequential patterns 
with browsing times have been proposed 
[4,5,6,7,10,11,15].  However, most of these works 
focus on mining browsing patterns of web pages 
directly.  In this work, we introduce the problem of 
mining generalized browsing patterns on 
cross-levels of a taxonomy comprised of web pages.  
An algorithm called Apriori-Level is proposed to 
discover these cross-level browsing patterns..  The 
proposed algorithm can discover cross-level relevant 
browsing behavior from log data and promote the 
discovery of coarser granularity of web browsing 
patterns.  

The rest of our paper is organized as follows.  
Section 2 presents the mining algorithm of 
cross-level generalized browsing patterns.  Section 
3 gives an example to illustrate the feasibility of the 
proposed algorithm and shows the difference 
between our algorithm, Apriori-Leve, and the GSP 
algorithm.  A conclusion is given at the end of the 
paper.  
  

 
2. Mining of the cross-level browsing 

patterns 
In this section, we describe the proposed bottom up 
Apriori-Level data mining algorithm to discover 
cross-level generalized browsing patterns from log 
data.  

 
2.1 Notation 
The following notation is used in our proposed 
algorithm: 

 
n: the total number of log data; 
m: the total number of files in the log data; 
c: the total number of clients in the log data; 
ni: the number of log data from the i-th client, 

1 ≤ i ≤ c; 
Di: the browsing sequence of the i-th client, 

1 ≤ i ≤ c; 
Did: the d-th log data in Di, 1 ≤ d ≤ ni; 
Ig : the g-th file, 1 ≤ g ≤ m; 
α : the predefined minimum support value; 
Cr: the set of candidate sequences with r files; 

rL : the set of large sequences with r files. 
 

2.2 The Bottom up Algorithm 
The proposed bottom up algorithm, first finds all 
large one itemsets on each level of the concept 
hierarchy, from bottom to top. These itemsets are 
actually the large sequences of size one, which are 
also called large 1-sequences. Based on these large 
1-sequences, it generates the candidate 2-sequences 

and calculates their supports in order to determine 
the large 2-sequences. This step is repeated until no 
candidate sequences can be generated. The maximal 
sequences can be obtained by eliminating the 
subsequences in the set of large sequences found. 
Steps of the proposed mining algorithm are 
described below. 

 
INPUT: A server log, a predefined taxonomy of 

web pages, a predefined minimum support 
valueα . 

OUTPUT: A set of cross-level maximal browsing 
patterns 

  
STEP 1: Select the web pages with file names 

including .asp, .htm, .html, .jva .cgi and 
closing connection from the log data; keep 
only the fields date, time, client-ip and 
file-name.  Denote the resulting log data 
as D. 

STEP 2: Encode each web page file name using a 
sequence of number and the symbol “*”, 
with the t-th number representing the 
branch number of a certain web page on 
level t. 

STEP 3: Form a browsing sequence Dj for each 
client cj by sequentially listing his/her nj 
tuples (web page), where nj is the number 
of web page browsed by client cj.  
Denote the d-th tuple in Dj as Djd. 

STEP 4: Find the set of large itemsets with respect 
to at the bottom level of concept 
hierarchies, then each items of the bottom 
can generate their ancestors from bottom 
to top. The large itemsets in each level are 
in fact the large 1-sequences for that level.  
The set of all large 1-sequences from all 
level is denoted as LS1. 

STEP 5: Generate candidate k-sequences by 
joining LSk-1 and LSk-1. Those k-sequences 
with support counts greater than the 
pre-specified minimum support threshold 
will be the large k-sequences. This step 
ends when no more candidate sequence 
can be generated. 

STEP 6: Find the maximal sequences by deleting 
those sequences that are subsequences of 
others. 

 
 

3. An example 
In this section, we describe an example to 
demonstrate the proposed mining algorithm of 
cross-level generalized web browsing patterns.  
The example shows how the proposed algorithm can 
be used to discover the cross-level sequential 



patterns from the web browsing log data shown in 
Table 1.  In addition, the predefined taxonomy for 
web pages is shown in Figure 1.  The predefined 
minimum support α  is set at 50 %.  The proposed 
data mining algorithm proceeds as follows. 
 

Table 1: A part of log data used in the example 
Date Time Client-IP File-name 

2002-06-01 05:39:56 140.117.72.1 News.htm 
2002-06-01 05:40:08 140.117.72.1 Exective.htm 
2002-06-01 05:40:10 140.117.72.1 Stock.htm 

…….. …….. …….. …….. 
2002-06-01 05:40:26 140.117.72.1 University.htm 

…….. …….. …….. …….. 
2002-06-01 05:40:52 140.117.72.2 Golf.htm 
2002-06-01 05:40:53 140.117.72.2 Stock.htm 

…….. …….. …….. …….. 
2002-06-01 05:41:08 140.117.72.3 Golf.htm 

…….. …….. …….. …….. 
2002-06-01 05:48:38 140.117.72.4 Closing 

connection 
…….. …….. …….. …….. 

2002-06-01 05:48:53 140.117.72.5 Golf.htm 
…….. …….. …….. …….. 

2002-06-01 05:50:13 140.117.72.6 Stock.htm 
…….. …….. …….. …….. 

2002-06-01 05:53:33 140.117.72.6 Closing 
connection 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The predefined taxonomy used in this 
example 

 
STEP 1: Select the web pages with file names 

including .asp, .htm, .html, .jva .cgi and 
closing connection from Table 1. Keep 
only the fields date, time, client-ip and 
file-name.  Denote the resulting log data 
as Table 2. 

 
 

Table 2: The resulting log data for web mining 
Client-IP File-name 

140.117.72.1 News.htm 
140.117.72.1 Exective.htm 
140.117.72.1 Stock.htm 

…….. …….. 
140.117.72.1 University.htm 
140.117.72.2 Golf.htm 
140.117.72.2 Stock.htm 
140.117.72.3 Golf.htm 
140.117.72.4 Closing connection 
140.117.72.5 Golf.htm 

…….. …….. 
140.117.72.6 Stock.htm 

…….. …….. 
140.117.72.6 Closing connection 

 
STEP 2: Each file name is encoded using the 

predefined taxonomy shown in Figure 1. 
Results are show in Table 3. 

 
Table 3: Codes of file names 

Code File name Code File name 
111 Executive.htm 1** Government.htm 
211 News.htm 2** Entertainment.htm
212 Discovery.htm 3** Business.htm 
313 Stock.htm 4** Sport.htm 
321 Found.htm 5** Education.htm 
411 Football.htm 11* Central.htm 
412 Golf.htm 12* Local.htm 
421 Tiger 

Woods.htm 
21* TV.htm 

511 University.htm 22* Music.htm 
512 Highshool.htm 31* Investment.htm 

  32* Management.htm
  41* Ball.htm 
  42* Stellar.htm 
  51* School.htm 
  52* Extension.htm 

 
STEP 3: The web pages browsed by each client are 

listed as a browsing sequence. Each tuple 
is represented as (web page), as shown in 
Table 4. The resulting browsing sequences 
from Table 4 are shown in Table 5 

 
Table 4: The web pages browsed with their duration 

Client-ID (web page ) 
1 (111) 
1 (211) 
1 (231) 
2 (112) 
2 (111) 
2 (231) 

 

Government Entertainment Business Sport Education 

Central Local TV Music Investment Management Ball Stellar School Extension 

Language 
C
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puter 
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niversity
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ood s

B
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olf 
Football 
M

arketing
M

IS 
Found 
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Fashion 
D
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N
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s 

K
aohsiung

Taipei 
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Executive 



3 (111) 
3 (211) 
4 (211) 
4 (313) 
4 (323) 
4 (421) 
4 (534) 

 
Table 5: The browsing sequences formed from 

Table4 
Client ID Browsing sequences 

1 (111), (211), (231), (222)  
2 (112), (111), (231) 
3 (111), (211) 
4 (211), (313), (323), (421), (534)

 
STEP 4: Find the set of large itemsets at the bottom 

level of concept hierarchies, then each 
items of the bottom can generate their 
ancestors from bottom to top. The large 
itemsets in each level are in fact the large 
1-sequences for that level.  The set of all 
large 1-sequences from all level is denoted 
as LS1. 

 
Table 6: Candidate and Large 1-sequence at bottom 

level 
Itemsets Count  

111    3 ▲ 
112 1 
211    3 ▲ 
222 1 
231    2 ▲ 
313 1 
323 1 
421 1 
534 1 

▲ Large 
 

Table 7: Generation all Large 1-sequence at each 
level 

 Level 3 Level 2 Level 1 
111 11* 1** 
211 21* Itemsets 
231 23* 

2** 

 
STEP 5: Generate candidate k-sequences by 

joining LSk-1 and LSk-1. Those k-sequences 
with support counts greater than the 
pre-specified minimum support threshold 
will be the large k-sequences. This step 
ends when no more candidate sequence 
can be generated. 

 
 

Table 8: Candidates and Large 2-sequence at 
cross-level 

 1** 2** 11* 21* 23* 111 211 231
1** 0 3▲ 0 2▲ 2▲ 0 2▲ 2▲
2** 0 1 0 0 1 0 0 1
11* 0 3▲ 0 2▲ 2▲ 0 2▲ 2▲
21* 0 1 0 0 1 0 0 1
23* 0 0 0 0 0 0 0 0
111 0 3▲ 0 2▲ 2▲ 0 2▲ 2▲
211 0 1 0 0 1 0 0 1
231 0 0 0 0 0 0 0 0

 
STEP 6: Find the maximal sequences by deleting 

those sequences that are subsequences of 
others. 

 
Large-1-sequence： 

<(1**)>, <(2**)>, <(11*)>, 
<(21*)>,<(23*)>, <(111)>,  
<(211)>, <(231)>  
 

Large-2-sequence： 
<(1**), (2**)>, <(1**), (21*)>,  
<(1**), (23*)>, <(1**), (211)>, 
<(1**), (231)>, <(11*), (2**)>, 
<(11*), (21*)>, <(11*), (23*)>, 
<(11*), (211)>, <(11*), (231)>,  
<(111), (2**)>, <(111), (21*)>,  
<(111), (23*)>, <(111), (211)>,  
<(111), (231)> 

 
In this following, we compare our algorithm with 
the GSP approach and our previous Apriori-Leve 
approaches.  Table 9 shows the candidate and large 
sequences generated by the three approaches, using 
the example in this section. It can be seen that the 
bottom up Apriori-Level approach generates fewer 
candidate itemsets at the 1-sequence phase. 
 

Table 9: Comparison of generated sequences 
K-sequence GSP Apriori-Level Bottom up

Candidate itemset 22 16 9 
1

Large itemset 8 8 8 
Candidate sequence 64 64 64 

2
Large sequence 15 15 15 
Candidate sequence 60 60 60 

3
Large sequence 0 0 0 

 
 
4. Conclusion 
In this work, we have proposed a novel web-mining 
algorithm that can process web server logs to 
discover cross-level generalized web browsing 
patterns.  The inclusion of concept hierarchy 



(taxonomy) of web pages produces browsing 
patterns of different granularity.  This allows the 
views of users’ browsing behavior from various 
levels of perspectives.  In addition, we show that 
the proposed bottom up approach generates fewer 
candidate itemsets compared to the GSP and 
Apriori-Leve approaches.  However, more 
numerical simulations need to be carried out in 
order to justify the efficiency of the proposed 
approach. 
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