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Abstract: - Currently the optical network technology holds the key to next generation networks. Multicasting is the ability of a communication network to accept a single message from an application and deliver copies of the message to multiple recipients at different locations. These networks arise to support applications like video distribution and teleconferencing. To realize multicasting, the network nodes should be equipped with power splitting capability. These nodes are called multicast nodes. Currently the multicast nodes are very expensive due to fabrication complexity and power considerations. Equipping all the nodes with power splitting capability is not cost effective. Hence only some of the nodes can be equipped with splitting capability. This paper addresses the optimal placement of splitters among the network nodes. Hence placement refers to equipping a node with powersplitting capability. The optimization criterion is blocking probability .The main objective is to reduce the overall number of power splitters in the network while maintaining an acceptable blocking performance. In this paper, optimal placement of a given number of splitting nodes has been obtained for the 14-nodes NSFNET. The influence of the number of WDM wavelengths and the offered traffic on the optimal placement is also studied. 
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                    1  Introduction

  In the past several years, we have seen that the tremendous progress made in the network area has been translated into new application, new devices, and better services such as WWW, online shopping, and  Internet phone, etc. All these developments have further driven the network growth at an exponential rate by any measurements,e.g., the number of users or the amount of traffic. Even though the network industries have been working hard on developing new technologies and building new networks, network capacity has always been in great shortage, which has made it extremely expensive to offer enough bandwidth to support broadband applications such as video conferencing and video on demand. The bandwidth required to deliver a typical compressed HDTV stream is around 20 Mb/s, which is still out of reach to most people. The wide deployment of the new applications depends heavily on whether we can continue to offer much higher bandwidth at much lower cost.


Advances in electro-optic technologies have made optical communication a promising 

network choice to meet the increasing demands for high channel bandwidth and low communication latency of network applications. Wavelength Division multiplexing (WDM) is basically frequency-division multiplexing in the optical frequency domain, where on a single optical fiber there are multiple communication channels at different wavelengths. There are two types of architectures of WDM optical networks: single-hop systems and multihop systems. In single-hop systems, a communication channel should use the same wavelength throughout the route of the channel; while in multihop systems, a channel can consist of multiple lightpaths (a lightpath, for point to point communication, is a path that occupies the same wavelength throughout the path) and wavelength conversion is allowed at the joint nodes of two lightpaths in the channel.


Establishing a connection in an all-optical network involves selecting a wavelength and a route for that connection with the constraints that the route connects the source of the connection to the destination(s) of the connection and the same wavelength is available on all fiber links of the route. The problem of routing a set of connections (often called sessions) is referred to as routing and wavelength assignment (RWA).An established unicast connection from a source to a destination is represented by a tuple (p,w) where p is the path used to route the connection, i.e., set of fiber links from the source to the destination, and w is the wavelength of the connection. Such a tuple is referred to as a lightpath . A multicast connection from a source to a set of destinations is represented by a tuple (t, w), where t  is a directed Steiner tree  used for routing and w is  the wavelength of the connection. Such a tuple is referred to as a light-tree [1].
[image: image1.wmf]Î


Multicasting provides an efficient way of disseminating data from a source to a group of destinations. As WDM technology matures and multicast applications are growing, supporting multicasting at WDM optical layer becomes important. The advantage of using WDM technology for multicast applications are: high bit rate, low error rate, low delay, and information hiding in delivery of messages to the destinations. To support multicasting, nodes in a WDM network need to have optical splitting capability. A node with splitting capability can forward an incoming message to more than one output link. It is believed that an MC node will be expensive to build because of the large amount of power amplification and the difficulty of fabrication triggered by the large number of power splitters[2],[3].


Fig.1 illustrates the benefit of using split capable nodes for a multicast session. Node s is the source of a multicast session, and nodes 1 through 4 are the destinations of the multicast session. In the first case shown in Fig. 1a,it is assumed that node 2 does not have splitting capability. It can forward the message received from node s to only one node 3.Hence it requires a separate path from source s to node 4.Here the same link s(2 is shared by two paths, and therefore two wavelengths are used on the link s(2.Thus source s needs to transmit a multicast message on link s(1 using wavelength w0,on link s(2 using w0,and on link s(2 using w1.This can be viewed as three multicast trees generated with source node s as the root of the trees. Links s→1 constitutes the first multicast tree, links s→2, 2→3 constitute the second multicast tree, and links s→2, s→4 constitute the third multicast tree If node 2 has multicast capability then it can multicast to nodes 3 and 4 as shown in Fig. 1b. So only one wavelength is used on link s(2 in this case. Hence source node s needs to transmit a multicast message only on link s(1 and   s(2.Thus only two trees are generated. Link s→1 constitutes the first multicast tree and links s→2, 2→4,and 2→3 constitute second multicast tree.
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Fig.1.An example of multicast routing and wavelength assignment. Node 2 has (a)no splitting capability(b)splitting capability

     In [4], the power efficient design space for multicast networks was discussed. In this design concept, the network designer aims at reducing the number of power splitters with the objective of maintaining an acceptable blocking performance. Two network optimization problems are motivated by this design concept: fine grain and coarse grain splitter placement. In fine grain splitter placement, the objective is to reduce the overall number of power splitters in the network while maintaining an acceptable blocking performance. In coarse grain splitter placement, the cross connects of the network are partitioned in two subsets: MC and MI nodes, and the objective is to find the best allocation of the MC cross connects to nodes in the network. An all-optical network with only a subset of the cross connects being MC is referred to as a sparse-splitting network. In this paper, focus is on the coarse-grain version of the problem. In this paper, investigation of the problem of the actual placement of MC cross connects to a subset of network nodes in small networks is done. The traffic between network nodes is stochastic and, thus, the objective is to minimize the blocking probability. The rest of the paper is organized as follows. In Section 2, an analytic model for the average blocking probability for all optical networks with sparse-splitting is presented. In Section 3, simulation results on different network topologies is discussed. Finally, we conclude this paper and discuss further research directions in Section 4.

2   Approximate Blocking model for Multicast networks

In the following, the analytic model presented in [5] and [6] for unicast environments is extended to that of the sparse-splitting multicast environment. An objective function, which can be used by various allocation schemes as, an indication of the “goodness” of the allocation process is derived. 

2.1 Notation


Here, the notation and variables used are presented.

M:
Total number of available cross-connects

K:
The number of available MC cross-connects, where K (M.

N:
Total number of stations

W:
Number of available wavelengths on a fiber link

Q:
The set of multicast sessions to be routed in the network, Q={(1,(2……….(n),  where(i=(si,Di)  represents a multicast session originating from the local station si and destined to all stations in the set Di. Connection setup requests are assumed to arrive according to a Poisson process with arrival rate ei . Holding times of all multicast sessions are assumed to be identically and exponentially distributed with unit mean.

Ri:
The set of candidate trees to carry the traffic of session (i on.

R(i,j) : The jth tree of session (i , R(i,j)  
[image: image62.wmf]0.005

0.105

0.205

0.305

2

4

6

Number of Wavelengths

Overall Blocking probability

e=0.15,K=2

 Ri
Shortest Path (i,d) : The shortest path from source  si of  session (i to destination  d
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Di.
B(i,j) ={(/(   is a node in R(i,j)   and 
[image: image3.wmf]$

 at

least two edges in R(i,j)   having ( as source.

Y[1…………..(Q(]:  A vector representing the routing tree used for each session in the set Q, i.e., Y[i] 
[image: image4.wmf]Î

 Ri .

S[1…………..(M(]: A vector representing the multicast allocation, where S[(]=1 if cross-connect is an MC. S[(]=0 if cross-connect is an MI.

Rl : The set of all paths which employ link l in their link set.

T(Y)(i,d)
 : The path used to reach destination d
[image: image5.wmf]Î

Di of session (i using the routing assignment Y .

BT (S,Y)(i,d): The blocking probability to destination d
[image: image6.wmf]Î

Di of multicast session (i.

BT (S,Y)
: The overall blocking probability in the network. This represents the objective function that is to be minimized.

Ci,j[d] : The connectivity entry. Ci,j[d] is equal to zero if destination d cannot be reached in tree j of session (i due to the absence of a needed multicasting node. Ci,j[d] equals one, otherwise. Notice that if the session’s tree has a branching node (i.e., a node with multiple outputs) and that node is an MI node, at most one output can be serviced for that session at that location. Fig.2. presents the Configure () algorithm, an algorithm used in this paper to determine the values of the Ci,j’s.
	Function Configure(i,S,Y)


[image: image7.wmf]"

l
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 R(i,Y[i]) DO Valid[l] (1
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t, t
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 B(i,Y[i]) DO

IF(!S[t]) THEN

Let lmax,l1,l2…..lx be the set of links in R(i,Y[i]) whose source is t and lmax be the link leading to maximum number of destinations.

Valid[l] (0    
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l=l1,l2…..lx
END IF

END 
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t
/*find Ci,Y[i][d] */
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Di  DO

Ci,Y[i][d](1 if 
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l
[image: image16.wmf]Î

T(Y)(i,d),Valid[l]= =1

Ci,Y[i][d] (0 ,otherwise

END 
[image: image17.wmf]"

d
END


Fig.2.An algorithm to configure MI crossconnects


Instead of assigning the links, which will receive a switched connection from an MI switch arbitrary, we label these links according to the number of destinations reached from them in the tree. The link with the maximum number of reached destinations is configured to receive the signal. Ties are broken in an arbitrary fashion.

2.2 Analytical Model


Let Xl be a random variable representing the number of idle wavelengths (in the steady state) on link l
[image: image18.wmf]Î

E. The corresponding distribution is given by 

ql(S,Y)(wl)=pr{Xl = wl}    0
[image: image19.wmf]£

 wl 
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We assume that all Xl’s are independent [5], [6]. Connection setups are assumed to arrive at link l according to a Poisson process with rate (l(S,Y) . We also assume that, given wl unused wavelengths on link l, the time until the next call is setup on link l is exponentially distributed with parameter (l(S,Y). It follows that the number of unused wavelengths on link l  can be viewed as a birth and death process and the distribution ql(S,Y) is given for wl by
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where
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The setup rate on link l can be determined by considering the contribution of two classes of traffic. First, we need to consider the contribution of all members of the set Q1, which is defined as the set of all established sessions whose trees traverse link l. Second, we need to consider the contribution of direct paths to destinations not connected due to the absence of a needed splitter. The first contribution is given by
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where BTmin,(S,Y)  (l,i) is the minimum probability contribution of Session (i and is given by
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 Di  and Ci,Y[i][d]=1. (l(S,Y),#2 is found for all destinations d
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 Di  ,where Ci,Y[i][d]=0,and 

l 
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 Shortest Path(i,d) using
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 Adding the contribution from both cases ,the setup rate on link l is given by

(l (S,Y) =  (l (S,Y), #1  + (l (S,Y), #2                 (6)


The blocking probability, BT (S,Y)(i,d) for destination d
[image: image30.wmf]Î

 Di  of Session (i where Ci,Y[i][d]=1, and T(Y)(i,d) ={l1,l2…….lk} is given by
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And for Ci,Y[i][d]=0, BT (S,Y)(i,d) is found using (7) by considering the shortest path from si to d,instead.The function Pi is given by 

pi (x1, x2, …. , xN) = 
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where pi(x,y) is given by
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The conditional probability ((x,y,i) is the probability that there exist i wavelengths under the condition that x and y wavelengths are available on two successive fiber links. ((x,y,i) is given by
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The average blocking probability of the all optical network given a set of multicast session Q is
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2.3   Numerical Method

In this section, a numerical algorithm to compute approximately the blocking probability in multicast network with sparse splitting is proposed. This algorithm is based on the generalized reduced load approximation scheme [5], [6]. Fig. 3 shows the outline of the Compute Blocking(S,Y) algorithm.  It takes as 
	Function ComputeBlocking(S,Y)

BEGIN


Step 1: BT(S,Y)(i,d) (0;
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Step 2.Find ql(S,Y)(.)
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l(E using (1)and (2)


Step 3:Find (l(S,Y)   
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l( E   using (6)


Step 4:Find BT(S,Y)(i,d) 
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Step 5:


 IF max(i,d) | BT(S,Y)(i,d)- BT(S,Y)(i,d) | < (



GOTO Step 6.



ELSE
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BT(S,Y)(i,d) ( BT(S,Y)(i,d)




GOTO Step 2.



END IF


Step 6: Compute BT(S,Y) using (11)

END



Fig.3.Numerical method for finding the average blocking probability   

input the multicast allocation represented in vector  S and the routing information represented in vector Y . The output is a value from zero to one representing the overall blocking probability. ComputeBlocking(.) is an iterative algorithm that is used to solve the various equations used in the blocking model and proceeds as follows. In Step 1, the blocking probability for each destination in all sessions is set  to be equal to zero. In addition, the connection setup rate on all links is set to be equal to one. In Step 2, the computation of ql(S,Y)(.) for all links using (1) and (2) is performed. In Step 3, the setup rate on all links using (6) is found. Step 4 finds the new blocking probability for each destination. In Step 5, the iterative algorithm checks to see if the new values of the blocking probability have converged. If the new values have converged, the algorithm is terminated; otherwise the process repeats starting from Step 2. The convergence criterion is set to 10-6.

3  Numerical results
In this section, we provide numerical results. First, we validate the methodology. Then, experimental results and discussion are presented. All experiments were coded in C.

3.1  Blocking Model:


Consider the five-node MESH network shown in Fig.5. From the network architecture one notices that two stations are connected via at least three fiber links; two to their corresponding cross-connect and at least one between cross-connects. Here one node, say 
(1, 6), will be able to transmit twice on the same wavelength at the same time, which is not possible since it is equipped
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Fig.5.A sample five-node MESH network used in verification of methodology

Table 1

A Sample of Ten Multicast Sessions in the Five node Mesh Network with Routing

	si
	Di
	R(i,1)

	5
	{1,2,3}
	5(10(7(2, 7(6(1  , 6(8(3

	5
	{1,2}
	5(10(7(2, 7(6(1

	3
	{1,4,5}
	3(8(6(1, 8(10(5,10(9(4

	5
	{1,2,3}
	5(10(7(2, 7(6(1, 6(8(3

	5
	{2,3,4}
	5(10(7(2, 7(8(3, 7(9(4

	3
	{1,2}
	3(8(6(1, 6(7(2

	4
	{1,3,5}
	4(9(10(5, 8(6(1, 10(8(3

	2
	{4,5}
	2(7(9(4, 7(10(5

	1
	{5}
	5(6(7(10

	5
	{1,2,3}
	5(10(7(2, 7(6(1 , 6(8(3


With only one transmitter for each wavelength. Therefore, we employ this architecture of the network.

Table 2

Allocated Multicast nodes and Blocking performance in the Mesh network

	W
	K
	ei
	All MI
	All MC
	Nodes Allocation

	2
	1
	0.1
	0.085
	0.067
	0.07368(7)

	2
	1
	0.2
	0.26308
	0.2077
	0.2261(7)

	4
	1
	0.1
	0.00529
	0.00398
	0.004568(7)

	4
	1
	0.2
	0.01695
	0.01268
	0.01462(7)

	2
	2
	0.1
	0.085
	0.067
	0.07368(6,7)

	2
	2
	0.2
	0.26308
	0.2077
	0.2192(6,7)

	4
	2
	0.1
	0.00529
	0.00398
	0.004255(6,7)

	4
	2
	0.2
	0.01653
	0.01268
	0.01356(6,7)



The network shown in Fig. 5 consists of five cross-connects identified as six through ten. Each cross-connect has one optical add/drop (or simply a station) for optically accessing the network. Stations are numbered from one to five. Cross-connects are numbered from six to ten.

3.2  Validation of Heuristics:


We validate the numerical methodology using the sample five-node MESH (i.e., with arbitrary topology) network shown in Fig. 5. In Table 1, each row corresponds to one session. In the first column, we show the source station of each session. The second column shows the set of destinations. Finally, in the third column we show the routing information. Table 2 shows the results obtained under different network configurations and the allocation. Column one lists the number of available wavelengths in the network. Column two shows the number of available MC nodes. Column three shows the arrival rate of each multicast session,ei . The last three columns show the blocking probability for different configurations. The first configuration, labeled“ ALL MI,” is an environment where no node is multicast capable. The second environment, labeled “All MC,” is the environment in which all nodes are multicast capable. In the last column, we show the allocation solution in bold and between parentheses in addition to the overall blocking probability. From Fig.6.we conclude that as the number of wavelengths increases the blocking probability decreases.

3.3   Discussion of Simulation Results

Simulation results on the NSFNET shown in Fig. 4 reveal that only 50% of the nodes need to be MC and the rest can be MI without sacrificing the blocking performance. In the following, we provide detailed treatment of experimental results. Let us first consider the traffic demand shown in Table 3. We also notice that the blocking probability increases as the arrival rate increases as shown in Fig 7. In addition, 
Table 3

A Sample of Ten Multicast Sessions 
in the NSFNET with Routing

	si
	Di
	R(i,1)

	3
	{5,2,7}
	3 (15(14(2,14(17(5,15(19(7

	6
	{3,7,8}
	6(18(19(7, 19(15(3,19(20(8

	4
	{5,8,6}
	4(16(18(6,18(17(5,18(19(20(8

	10
	{9,8,11}
	10(22(23(11, 21(20(8,23(21(9

	2
	{5,10,6}
	2(14(17(5, 17(18(6,17(22(10

	8
	{7,5,4}
	8(20(19(7,18(17(5,19(18(16(4

	5
	{7,2,3}
	5(17(14(2, 14(15(3,15(19(7

	11
	{9,8,10}
	11(23(21(9, 21(20(8,23(22(10

	2
	{5,10,6}
	2(14(17(5,17(18(6,17(22(10

	3
	{6,7,8}
	3(15(19(7,19(18(6,19(20(8



Fig.6.Number of Wavelength Vs Overall Blocking Probability

Fig.7.Overall blocking performance with varying arrival rates


Fig.8.Overall blocking performance with varying number of multicast nodes


Fig.9.Overall blocking performance with varying number of multicast nodes

the blocking performance for the case of k=6  is much better than that of k=2.      

         Considering the demand as shown in Table III, Figs.8 and Fig.9 show the blocking 

performance as a function of the number of MC nodes, where each session’s setup rate is assumed to be 0.05.We notice that the blocking performance is enhanced as the number of MC nodes is increased. This agrees with our intuition since MC nodes allow for the efficient utilization of network resources such as links and transmission facilities.


Figs. 10 and 11 show the blocking performance as a function of the number of MC nodes where each session’s setup rate is assumed to be 0.1. We notice that the blocking probability is proportional to the setup rates. However, the observation related to the optimal value of K observed with lower rates is still valid for higher rates. Figs. 12 and 13 confirm this observation for setup rates of 0.15.



Fig.10.Overall blocking performance with varying number of multicast nodes


Fig.11. Overall blocking performance with varying number of multicast nodes


Fig12. Overall blocking performance with varying number of multicast nodes


Fig. 13. Overall blocking performance with varying number of multicast nodes

4  Conclusion and Future work

We addressed the problem of allocating a fixed number of MC cross-connect to wavelength-routed all-optical networks. The problem is motivated by the high cost of all-optical multicasting due to fabrication and power considerations. First, an approximate blocking model was developed to assess the performance of the allocation scheme. We found that only 50% of the nodes need to be equipped with multicasting capability. The improvement in the blocking performance obtained by equipping more than 50% of the nodes with multicasting capability does not justify the excessive cost. One possible direction for further research in sparse-splitting networks is to address the problem of optimal routing. In the case of large sized networks Genetic algorithm can be used to solve the allocation problem. Virtual source can be used further to enhance the blocking probability performance. Since the routing optimization problem in networks where every node is a multicast node is NP-hard, the constraint where only a subset of the nodes can be branching will greatly add to the complexity. One solution to this problem is proposed in [7] where the authors propose to generate a forest. The forest approach demands multiple transmissions (for each tree in the forest) and does not provide efficient utilization of the fiber links. We believe that optimization algorithms aimed at generating an efficient tree is an interesting area of research. Management issues in all-optical networks have attracted researchers lately. One important management problem in this environment is to study the impact of signal transmission impairments on the overall blocking performance.
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