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Abstract: - In this work, we are interested to the impact of the machines mobility in order to re-examine the mutual exclusion problem, by deferring the costs of calculation, communication and storage on the static network. For that, we suggested an algorithm using the principle of the Two-tiers and the quorums theory based on the distribution of the system sites on several sets whose intersection is nonempty, in order to reduce the number of exchanged messages between basic stations and to request the least possible the mobile units resources and avoid the wireless communication problems. 
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1. Introduction 
The goal of the quorums is to structure the elements (sites, copies), which compose them. For this reason, they can be used to solve problems in the distributed systems such as mutual exclusion, by associating to any system site Si a set of sites Ri to which it must ask for a critical section access permission. So that the property of safety [1] is guaranteed by the system, it is necessary that the 

intersection between the sets R is nonempty ( (i, j: Ri ( Rj ( () so that the quorums R1, R2…, RN constitutes a coterie [1][2]. Generally, any coterie defined on the sites set constitutes a solution based on the permissions from the mutual exclusion problem referee. Moreover, the number of messages that a site collects is proportional to the size of the quorum, therefore we have to organize the sites in a logic structure, in order to reduce the quorums size. 

2. Model 

The model used to meet the mobility needs is the cellular [3][4][5] [6][7] in a network made up of a fixed part with basic stations distributed on the set of the cells for geographical space, and of a mobile part represented by the unit of the mobile hosts. In this model, each mobile support station MSS has a table comprising the local mobiles identities, as well as their specific information. The static network, presumably reliable, delivers the messages, sequentially, between MSSs with an arbitrary latency. The wireless network ensures a FIFO messages connection between the MSS and the local MHs (Mobile Hosts). 

In the mobile environment, the algorithms evaluation takes into account new measurements [4][6] such as: 


Cfixe : Cost induced by the sending  a message via the static network 


Cwireless: Cost induced by the sending a message via the wireless connection


Csearch: Cost of a mobile localization. 

· Let U be the nonempty set of N sites (MSSs stations). A coterie C is a collection of sets, where each element P in C is called quorum under U, if it verifies the following conditions: 

· PCPPU

· Property of minimality: P, Q  C: P  Q. 

· Property of intersection: P, Q C: P  Q . 

The latter guarantees mutual exclusion between the sites that require a given critical resource. In order to avoid deadlock, any site’s request is stamped before its diffusion on the network. 

3. Principle of the algorithm 
It is based on the principle of the Two-tiers [4][6] where the requests initiated by the mobiles are processed at the level of the static part of the network (that is to say MSSs), in order to discharge the mobiles of the Two-tiers of the cost of a distributed application, and to free the wireless medium from the majority of the control messages related to this application. The basic stations are gathered in quorums Qi defining a coterie C. The request is diffused only to the stations composing the quorum. 

3.1 Requesting the Resource

 To access a critical section, a mobile Mhi sends a request to its basic station MSSi. This last diffuses the permission request to each base station Mdest within the same quorum Qi. 

3.2 Obtaining the resource 

If a station MSSi obtains the permission from all its quorum members, it then transmits a permission message Critical Section access to the mobile, otherwise it will wait until all the permissions arrive. 

3.3 Requests reception

Each station Mdest uses a file Filereq to store all the requests emanating from the basic stations of the same quorum, having mobiles requesting the resources. 

3.4 Resource Release

At its exit from the Critical Section, the mobile MHi informs its base station MSSi of the resource availability. MSSi diffuses a release to Qi. 

3.5 Deadlock detection

If a request of MSSi that has more priority than that of MSSj, arrives at the level of Mdest whereas this one already granted its permission to MSSj, it sends it another release message to restore the permission. If MSSj has already received all the permissions, then the release message is ignored. Otherwise it threads the message in the file Filedblk and awaits the confirmation with the reject message which will thus allow Mdest to grant its permission to MSSi. 

4. Proof 

4.1 Safety 
The property is ensured by the condition placed on the coteries C = {Q1, Q2...., Qn} (i,j: Qi ( Qj ( ( and by the fact that a site delivers only one permission at a time. 

4.2  Promptness 

It is a question of showing that any petitioning mobile will obtain the Critical Section access permission at the end of a limited time. 

Let us consider three sites {1, 2, 3} thus forming the coterie C = {(1, 3), (1, 2), (2,3)}. If they ask simultaneously for a critical section access, then deadlock is possible (the arcs represent the requests). 


This deadlock is solved by the stamps [8] associated to the sites requests, where the priority is given to the site having the smallest identifier in the event of equality of the sequence number. In the example, site 1 will obtain the resource after restitution of the permission by site 2. 




4.3  Complexity 

Simple case: No deadlock. 

With K as quorum size. To satisfy a request, we need (K-1) Requests, (K-1) Responses and (K-1) Releases, as well as the 3 messages exchanged between the mobile and its base station. 

That is to say: 

3 (K-1) Cfixe + 3 Cwireless 
Complex case: Deadlock. 

3 situations are distinguished: 

Cas1: Filereq = ( and MSSi > Lockj 
The critical section access will require 4(k-1)cfixes + 3Cwireless. 

With, moreover, (K-1) Failure messages. 

Cas2: Filereq = ( and Mssi < Lockj 
5 (K-1) Cfixe + 3 Cwireless to access the critical section, (K-1) releases and (K-1) restitutions will be needed. 
Cas3: Filereq = ( and MSS I > Head(Filereq) 
The critical section access will require (K-1) more Rejects to reach: 4(k-1) cfixe + 3Cwireless. 

In short, the number of exchanged messages for the critical section access is: 

to satisfy a request: 

3(k-1)cfixes + 3Cwireless + Csearch. 

to satisfy D requests: 

P*d*(k-1)cfixe + 3Cwireless + Csearch with P = 3 or 4 or 5 (according to case). 

Compared to the Lamport algorithms adaptations, and that of Lann in [4] where complexity is of the size of the base stations number, in our algorithm it is about the size of the quorum built for the site having formulated the request. It is noted that the given algorithm allows a profit of  3*(NMSS - K) messages compared to Lamport [8] and a profit of (NMSS -3K + 5) compared to Le Lann [9]. Moreover, the number K varies according to the quorum construction method:

K = Log(N) with the tree protocol [10]. 

K = 
[image: image1.wmf]N

 with the Maekawa grid protocol [11].

5. Conclusion 

In order to reduce the mobile energy consumption, we used the principle of the Two thirds where the mobile consumes only the necessary energy for the sending of two messages and the reception of a message [3][6]. Moreover, we applied the theory of the quorum to bring down the number of messages, which was of the size of the of base stations number, to Log(N) by building the quorum [12] according to the protocol with tree and to 
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 with the use of the Maekawa grid protocol. 
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