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Self-Similar Traffic Using Case Based Reasoning

AFSHIN PARVARESH
Electrical Engineering Department
Science and Research Branch of

 Azad University
P.O.Box: 14515-443

TEHRAN, IRAN

MOHAMMED I. KALANTARI
Electrical Engineering and Telecommunications

Department
Khaje-Nassir-Toosi University

P.O.Box: 16315-1355
TEHRAN, IRAN

Abstract : In recent high speed networks such as ATM, dealing with different kinds of traffics have become a
promissing goal. Due to the dynamic nature and burstiness of aggregation of these various traffics, which is
shown to be self similar, network congestion would occur more probably. Thus congestion control mechanisms
(e.g. connection admission control) should be applied to preserve the quality of service of traffics passing through
the network. In this paper we present a connection admission control(CAC) algorithm for self-similar traffics
based on case based reasoning (CBR) which is almost a new concept in applied artificial intelligence.  CBR is
used to correct the estimation of the number of admitted sources to a link to achieve more link utilization than
conventional CAC schemes which is known to underestimate the number of admitted sources. A case library is
prepared and then the best match for a new case is retrieved from the library and reused through some
experiment-based rules to obtain the best solution for the introducing case.
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1 Introduction
Self-similar processes are emerging as a realistic
mathematical characterization of the statistical
behavior of the traffic corresponding to LAN[1],
MAN[2], WAN[3],  D-channel signaling in ISDN
networks [4], compressed audio [5] and VBR coded
video sequences [6][7][8]. Selfsimilar processes are
characterized by a hyperbolic decay of their
autocorrelation function that cannot be directly
obtained using traditional markov processes such as
poisson processes.
The presence of these different kinds of traffic and
their bursty characteristics necessitates using
connection admission control (CAC) mechanisms to
prevent network congestion. The goal of any CAC
scheme is to provide the quality of service (QOS)
parameters of traffics while gaining the best usage of
network resources at the same time.
Several conventional CAC techniques for high speed
networks have been proposed. In the peak rate
allocation, QOS is always guaranteed if the aggregate
bit rate never exceeds the system capacity. However, it
leads to low utilization of the network resources. An
equivalent capacity (effective bandwidth) method was
proposed to estimate the required bandwidth for

individual or aggregate connections with desired QOS
[9] [10]. A call admission scheme by inferring the
upper bound of cell loss probability from the traffic
parameters specified by users was studied in [11].
 To evaluate the cell loss probability (as a QOS
parameter) associated to each link we have to study the
performance of a queuing system loaded by the
composition of independent self similar traffic
processes which is reffered to as a fractal queuing
system. Classical queuing theory, based on Markovian
approach, dedicates particular attention to poisson
traffic sources since their combination is a poisson
process as well. Assuming self similar input processes
it is necessary to use different analytic approach [12].
A proposed diffusion approximation for the number of
arrivals in the interval (0,t], considering self similar
fractional gaussian noise processes, as suggested in
[12],  suggests:
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where m is the mean cell rate , a  is the peakedness
factor which is defined as the ratio of variance to mean
of   number of cells in a unit time interval and Z(t) is a
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normalized Fractional Brownian Motion with zero
mean and variance equal to 
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According to [12], indicating with V(t), the virtual
waiting time process of the system we obtain
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Where C is the link capacity. V(t) can represent the
number of cells in the queue assuming a buffer of
infinite size, by means of this process it is possible to
approximate the loss probability for a queue of finite
size K evaluating the probability

))(Pr( KtV >=ε (2)

In  this  sense  we  can  obtain  an  upper  bound  for
the  loss  probability of the finite size queue.
According to the evaluations in [12] the lower bound
of the complementary distribution function of the
virtual waiting time process for N identical sources
which is the case of this paper is :

H
HH

H

NBL
HHam

mNC

e
22

21

2
)/(

).)1((2
)/( −

−−
−

−

≈ε (3)

This relation can be used to obtain a measure of
number of admitted identical sources in a CAC system
with a guaranteed cell loss ratio below ε .
Studies show that, due to dynamic and bursty behavior
of self similar traffics of actual networks, classical
CAC schemes such as the one mentioned earlier, are
not able to solve the problem in a closed form so they
have to deal with some approximations which implies
an overestimation of loss ratio to guarantee the desired
quality of service, so lower the number of admitted
sources and consequently the link utilization . A
number of researchers used artificial intelligence (AI)
techniques in order to overcome  some of the
drawbacks of the conventional methods of CAC. They
are shown to deal with ill-defined problems, which is
the case in traffic engineering where the traffic
distributions are not well defined. In recent years,
neural networks have been widely employed to deal
with the traffic control problems in high speed
multimedia networks [13][14][15][16]. A major
feature of the neural network is the self-learning
capability, which can be utilized to characterize the
relationship between input traffic and system

performance. Also fuzzy logic algorithms have been
used to estimate the probability  of cell loss ratio [17]
[18]. Fuzzy logic has the ability to overcome the
uncertainty resides in the computed CLRs.
In this paper we have proposed a CAC scheme using
the concept of Case Based Reasoning (CBR) which is
a new area in AI domain [19]. CBR is a methodology
of solving new problems by adapting the solutions of
previous similar problems. It is to solve a new problem
by remembering a previous similar situation and by
reusing information and knowledge of that situation.
In the following a call admission control scheme based
on case base reasoning is presented. The rest of the
paper is organized as follows: in section 2 our
proposed CAC method is discussed, at first in
subsections 2.1 and 2.2 the self similar  traffics, which
are used as traffic sources in our simulations, and CBR
system which is used as an AI concept in our CAC
method to improve CAC performance, are introduced
respectively. Then in section 2.3 the details of  our
method description is brought. In section 3 the
numerical results are presented and section 4
summarizes the paper.

2 The Proposed  CAC scheme
This section discusses a CAC scheme using an almost
new AI concept which is case based reasoning for self
similar traffics.

 2.1  SS traffic model
The mathematical definition of self similarity [20][1]
is as follows. Let ,...)3,2,1:( == txX t be a
covariance stationary stochastic process with mean

][ txE=µ , variance ])[( 22 µσ −= txE  and an
autocorrelation function
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Only depending on k=0,1,2,… . Assume an
autocorrelation function of the form β−akkr ~)(  as

∞→k  with 20 << β and a  is a constant. Now let
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With k=1,2,3,… and m=1,2,3,…. For each m, mX is a
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covariance stationary process. X is called exactly
second order self similar with self similarity parameter

2/1 β−=H if for all m=1,2,3,…
βσ −= mX m 2)var(  and )()( krkr m = . Here X is

called selfsimilar when the aggregated
processes mX become  indistinguishable from their
root X in the sense of their autocorrelation function.
Many self similar traffic generation methods have
been proposed so far such as Pareto-Tailed Sojourn
Time Traffic [21], Chaotic Map Based modeling [22],
and Random Midpoint Displacement (RMD)
algorithm [23] which is used for FBM process
generation in a given time interval. If the trajectory of
FBM Z(t) is to be computed in [0,T], then we start by
setting Z(0)=0 and choosing Z(T) from a gaussian
distribution with mean zero and variance HT 2 . Next,
Z(T/2) (T/2 is the center of the interval [0,T]) is
calculated as (Z(0)+Z(T))/2 plus an offset. The offset
is a guassian random variable with a standard
deviation given by HT 2  times the initial scaling factor

01 2 ss H−=  where 22
0 21 −−= Hs  . We then reduce

the scaling factor by H2/1 , and the two intervals from
0 to T/2 and from T/2 to T are further subdivided from
their centers, each into two equal intervals,and so on.
RMD method is used in studies of this paper because it
was shown to be fast, simple, efficient and adequate
for qualitative studies [23]. The cell arrival process of
traffic A(t) can be written as equation (1), using Z(t)
generated by RMD criteria. Thus self similar traffic
sources with three parameters ( Ham ,, ) is used in this
study.

2.2   CBR
Case   based  reasoning  is a   problem  solving
paradigm  that  in  many  respects is  fundamentally
different  from other major AI  approaches. Instead  of
relying solely  on  general  knowledge of  a problem
domain ,  or making   associations  along   generalized
relationships   between   problem  descriptors  and
conclusions,  CBR   is   able  to  utilize  the  specific
knowledge   of   previously experienced, concrete
problem situations (cases). A new problem is solved
by finding a similar past case, and using it in the new
problem situation. A second important difference is
that CBR also is an  approach  to  incremental,
sustained  learning,  since  a  new  experience is
retained each time a problem has been solved, making
it immediately available  for  future problems. The
CBR field has grown rapidly over the past few years,
as seen by its increased share of papers at major

conferences, available commercial tools, and
successful applications in daily use.
At  the  highest  level  of  generality,  a  general CBR
cycle may be described by the following four
processes [24]:
1. RETRIEVE the most similar case or cases
2. REUSE the information and knowledge in that case
to solve the problem
3. REVISE the proposed solution
4. RETAIN the parts of this experience likely to be
useful for future problem solving

A  new  problem  is solved by retrieving one or more
previously experienced cases, reusing the case in one
way or  another, revising the solution based on reusing
a previous case, and retaining the new experience by
incorporating  it  into  the  existing  knowledge-base
(case-base).  

2.3   Description of the CAC model
We proposed a CAC scheme based on CBR which
decides to admit a number of identical sources to an
ATM multiplexer with finite buffer length that sends
the multiplexed traffic to an output link with capacity
C. The goal of the CAC system is to raise the number
of admitted sources while holding the Cell Loss Ratio
(represents QOS in this study) below an objective
value.
An ATM multiplexer which is characterized by it’s
output buffer length BL, and output link capacity C,  is
simulated to serve self similar traffic traces generated
by RMD algorithm.
Every CBR system needs a case base, which is a
library for storing past problems and solutions to be
used for new problems. A case stored in the case base
is defined as a selected combination of input and
output parameters of the system. Here we have chosen
three source parameters ),,( Ham  (of a past problem),
the number of admitted sources (N) (as the solution of
past problem) and the resultant link parameters (the
condition of the problem after applying the solution)
which are cell loss ratio (CLR) and link utilization
factor (UF), as case features.
Cases are defined based on the three source
parameters. To construct the case base a range is
defined for each of the source parameters and each
range is then subdivided into six intervals. For each
combination of centers of these intervals for  three
source parameters, one case is defined in the case base
(implies 21663 = cases).  Thus  the cases are
categorized and then indexed  for future references
according to their source parameters and then the other
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parameters mentioned above are added to each case.
The solution in each case (the number of admitted
sources) is first initially normalized by a value based
on the mean rate of that case (e.g. 0.8*C/mean_rate).
Then during the operation of the CAC system it will
gradually be updated to more appropriate value
through a learning algorithm.
After creating a case base as mentioned earlier the
system will proceed as follows: when a new problem
arises, it means that the CAC system have to admit a
number of identical sources with specified parameters,
at first the indices of the parameters are computed
which are used to retrieve the relevant case (category)
similar to the new problem from the case base. Then
the solution of the retrieved case must be reused for
the new case which is done using some rules obtained
by investigating many cases including the case base.
These rules state that the number of admitted sources
retrieved from a similar case (a past solution) might
need some adjustment in order to be reused, depending
on how far is the new case from the retrieved one.
Rules are constructed through  knowledge achieved by
investigating many cases to see how differences in
values of source parameters affect the number of
admitted sources . There are many rules applied in our
scheme which a sample one is illustrated in relation
(5):
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Where m is source mean rate, a  is variance factor of
the source, H is source Hurst parameter and indices 2
and 1 denote new and retrieved cases respectively.
To have an impression of how well our CAC system
works, the performance of our method is compared to
a CAC system based on the discussion of section  1.
Solving equation (3) with substitution of each source
parameters and server parameters (link capacity and
buffer length) using numerical methods yields the
maximum number of sources that the method proposed
to be admitted while guaranteeing ε<objectiveCLR .
This number of admitted sources and resultant cell loss
ratio and link utilization factor can be compared to the
corresponding values from our proposed method.
A learning mechanism is used to increase the overall
performance of the system. The main idea behind this
algorithm lies in the fact that as long as  a retrieved
solution from case base which is reused to admit a
number of sources, keeps the CLR in the permissible
region, the number of admitted sources proposed in the

case increases to raise link utilization. This action will
be applied to a case in case base until it causes a
failure (causes a CLR greater than the objective CLR).
At this moment it decreases and never increases again.
In order to implement this we use a failure file where
the cases which  cause QOS failure is registered there,
so they can be distinguished from other cases.

3 Numerical results
As mentioned earlier a three parameters self similar
traffic generator based on FBM traces is used.   Using
RMD for generation of these FBM traces we build
traffic sources each with 4096 samples.
Figure 1 shows two sample traces which differ only in
their H parameters which is shown to be a burstiness
factor for the traffic trace as it can clearly be seen from
the figures. The other two parameters of the traces are

2300=m and 300=a  and are identical for both traces.

Fig.1   sample traces of self similar traffic

The traffic sources are fed to an ATM server with
parameters C=2500 cell/sec and BL=300 cells which
are held at constant values during our simulations.
In order to proceed with the CAC system the first step
is to construct a case base as discussed in section 2 and
to assign to each case an index, so  later case retrieving
would be much more faster. Then the CAC procedure
continues with generating the three parameters of a
source from a uniform random number generator.
Each parameter is chosen randomly from a predefined
interval, which is [10,130] cells/sec for m , [5,105]
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cells.sec  for a  and [0.55,0.98] for H. Each interval is
subdivided to six subintervals to categorize and index
the sources based on their parameter values. The
indices of these parameters are obtained and used for
retrieving a relevant case to new problem from the
case base. The proposed number of admitted sources is
extracted from the case and is adjusted as a solution to
the new problem through the rules mentioned in
section 2. This refined number of admitted sources
would be  the output of the CAC system which means
that according to the CAC system decision a
maximum of this number of specified sources (N)
could be admitted to guarantee the CLR below the
desired value which is chosen 410−  in this work. Then
to check out the performance of  the CAC, a  self
similar traffic generator software is called to generate
N traffic traces with the specified parameters each of
4096 sample length  and these are fed to an ATM
multiplexer/server and cell loss ratio and utilization
factor in output link is obtained.

Fig.2   Comparison of the proposed CAC and an
analytical method for first 30 realizations

For comparison the number of admitted sources from
an analytic scheme is also computed using equation

(3) and compared to our proposed system. The results
are shown in figures 2-5.
In figure 2 the number of admitted sources and link
utilization factor for our proposed method and the
analytical model mentioned before are compared  in
the first 30 realization after case base initialization. As
it can be seen from the figures our scheme admit more
sources than the classic one which is a confirmation to
the fact that the conventional CAC methods have to be
more conservative to ensure the QOS being in the
permissible range, thus resulting a lower link
utilization factor and a waste of  link capacity.

Fig.3   Comparison of the proposed CAC and an
analytical method for the  fifth 30 realizations

The average number of admitted sources and link
utilization factor for the 30 realizations are written at
the top of the figures. In order to have a better
perspective of the preferences of our scheme and the
effect of learning in system performance we have
defined preference indices as:
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Wherein NP  and ufP are preferences indices of our
method in number of admitted sources and link
utilization factor respectively and indices AI and
model indicate our artificial intelligent method and the
introduced analytical model. The higher these
preference indices are, the better is the performance of
our scheme. Computing these indices for the first 30
realizations yields 63.0=NP  and 25.0=ufP .
Continuing the realizations while learning is taking
place result a better performance as shown in figures 3
and 4 which show the previous information for fifth
and tenth 30 realizations respectively.
As it can be seen in figure 3 we have 76.0=NP  and

53.0=ufP which compared to these indices for the
first 30 realization an improvement in the system
performance is obtained through the learning
algorithm. The improvement continues for the next
realizations which it can be seen in figure 4 for the
tenth 30 realization wherein the indices are 95.0=NP

and 62.0=ufP .

Fig.4   Comparison of the proposed CAC and an
analytical method for tenth 30 realizations

The effect of learning on the performance
improvement can be summarized by plotting the
preference indices with respect to the number of 30
realizations, which is shown in figure 5.

Figure 5    CAC system learning curve

This figure shows that by introducing about 300 new
cases to the system it reaches almost to a stable state of
performance, which maintains nearly constant
thereafter.

4 Conclusions
In this paper we proposed an artificial intelligent CAC
system which  deals with self similar traffic sources
and uses case based reasoning  as the intelligent core
of the system. The goal of this CAC scheme is to
admit as more sources as possible thus maintaining the
link utilization factor at a higher level and meanwhile
guaranteeing QOS parameter CLR, below a predefined
value. We predefined a case base, which is updated
during the CAC operation through a learning
algorithm. An improvement in system performance
was observed using the learning criteria. The results
were compared with a classic analytical scheme and
better results were gained.
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