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Abstract: - This paper outlines the ongoing research at the Structure, Pointing and Control Engineering (SPACE) Laboratory to achieve the system's top-level requirements including figure maintenance of the primary mirror to within 1 micron RMS distortion with respect to a nominal shape of the primary mirror, and precision pointing with accuracy of 2 arc seconds using the decentralized control technique. Such strict control requirements for the design of precision control techniques, is achieved only when having accurate knowledge of the system at hand, therefore bringing about a need for system identification. In addition, by capitalizing on the characteristics of decentralized control, a fault-tolerant pipelined parallel processing design is developed. This approach features both improved load balancing for any number of processors and tasks and allows recovery from one or more processor failures.
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1    INTRODUCTION
Near-Future space-born astronomical missions require increasing levels of optical performance and accuracy. The James Webb Space Telescope (JWST), also known as Next Generation Space Telescope (NGST), with its large light-gathering mirror and superb resolution will be capable of detecting faint signals from the first billion years, the period when galaxies formed [1]. JWST will be capable of detecting radiation whose wavelength lies in the range of 0.6 to 20 mm (and be optimized for the 1 to 5 mm region). 

Due to the size and weight limitations as well as the limitations associated with the launch vehicles, the future missions would employ segmented reflectors instead of monolithic ones that are cast from a single piece of glass. Although multiple-mirror designs have many advantages, a number of major difficulties are associated with this technique. Specifically, the ability to provide phasing of the separate beams is difficult. This problem requires special consideration in the optical design so that the individual focal planes can be properly aligned. The mirrors can be easily misaligned due to disturbances; therefore a controller is necessary for the shaping of the mirrors in order for the images to be reflected at the central panel. Another challenge in the integration of such advanced optical systems is the stringent requirements for the pointing of the telescope.

To address the issues and the difficulties mentioned above, The National Aeronautics and Space Administration (NASA) has provided funding to establish the Structures Pointing and Control Engineering (SPACE) Laboratory at California State University, Los Angeles. One of the major goals of this project is to design and fabricate a test-bed that resembles the dynamic behavior of a segmented space telescope.

This paper underlines the main undergoing tasks to achieve a decentralized control of the SPACE testbed. Section 2 presents the system description of the SPACE testbed. In Section 3, the system identification is described while Section 4 gives an overview of the system decentralization. Section 5 addresses the implementation of the proposed parallel design and presents the results. Finally conclusions are given in Section 6.

2 DESCRIPTION OF THE SYSTEM
The SPACE test-bed emulates a Cassegrain telescope of 2.4-meter focal length with performance comparable to an actual space-borne system. The system's top-level requirements include figure maintenance of the primary mirror to within 1 micron RMS distortion with respect to a nominal shape of the primary mirror, and precision pointing with accuracy of 2 arc seconds. 
The SPACE test-bed (Figure 1) consists of a primary mirror, a secondary mirror and a lightweight flexible truss structure. The primary mirror (mounted on the support truss) consists of seven hexagonal panels each having diameter of 101 cm. The six peripheral panels are actively controlled in the three degrees-of-freedom by 18 linear electromagnetic actuators (3 actuators per active panel), and the seventh panel is used as a reference. In addition, a set of 18 edge sensors are used to provide measurements of relative displacement and angle of the panels (3 sensors per active panel).
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Fig. 1- View of the Test-bed
The test-bed’s active secondary mirror is a six-sided pyramidal mirror, used to reflect the light from the primary mirror to the focal plane in the central plane and it is attached to the primary by a tripod. The entire test-bed is supported on a triangular isolation platform made of aluminum honeycomb core with stainless steel top and bottom skin [3].

The data acquisition system (Figure 2) consists of a digital signal processor (DSP) (A Pentek 4285 with four Texas Instruments TMS320C40 processors) and Dual A/D and D/A converter package from Pentek. The data flow path originates at the sensors and advanced to the three DSP units. Then, the data are processed by the DSP and based on the control algorithm they generate output commands. These commands are translated to forces which activate the segment actuators to achieve the desired alignment.

An optical scoring system is used to provide verification of shape control as well as pointing performance accuracy. This system consists of the primary and secondary mirrors, a laser source and a set of seven optical quad cells located in the center of the primary mirror. This scoring mechanism works by shooting a laser beam to the secondary mirror, which is reflected further by creating six sub-beams into six small mirrors mounted on each panel.
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                             Fig. 2- Computer Architecture
Further, these reflections are directed once again toward the secondary mirror making their final reflections to the six quad cells. These optical sensors detect any deviation of the reflected beam from a reference. The laser source, the optical sensor module and the center segment are mounted on a tripod shaped housing that is fastened directly to the isolation platform.
3  SYSTEM IDENTIFICATION
Estimation of the SPACE testbed model is achieved through the use of an off-line frequency domain identification approach, which makes use of frequency domain data provided by exciting the system with either multi-tone or other persistently exciting signals.

Black-box parameterization of the MIMO system is accomplished as shown in Equation 1, by modeling the input-output relationships within the system as LTI ordinary nth-order difference equations, whose coefficients are to be estimated.
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Estimation of the various parameters requires solving a weighted nonlinear least-squares optimization problem which aims at reducing residuals between predicted models and actual data, namely
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where    
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                             Fig. 3- Least Square Algorithm
Application of conventional identification techniques to this highly complex system would fail to yield proper data fitting. This is due to its high-order nature as well as the excessive number of inputs and outputs and subsequent amount of collected data [6]. To evade this problem, Bayard’s multi-band fitting approach is used, consisting of a sub-band decomposition compound curve fitting method that combines the effect of identified lower-order models to yield an estimate of the overall wideband system. This procedure makes it possible to relax the computational burden on the least-squares iteration algorithm and most importantly, it allows for parameter convergence and estimated model stability [8] [9]. This is shown in Figure 3.
Traditional multi-sine experiments conducted in the system to obtain the necessary frequency response information will likely result in large amounts of data and long experiment times. To greatly reduce data set size and experimentation times, alternative random and pseudo random sequences are designed and used as the persistently-exciting inputs to the system. Due to their particular frequency spectrum nature, these random sequences are able to excite all frequencies of interest in the system in a single run, thereby reducing considerably the experimentation process time. This new procedure requires the design of data smoothing windows to improve the quality of the frequency response generated by Empirical Transfer Function Estimates (ETFE).

To enhance the model estimation process, model order assessment techniques will be applied prior to identification. Having an approximate order at hand will facilitate the search of the n-th order frequency-dependent polynomials which best fit the experimental data. [10]

To conform with prevailing control methods, an equivalent state-space model is obtained from the estimated MIMO transfer function model. These validated state-space models will be used in the formulation of high resolution control design for this high-order, lightly-damped multivariable system.

4 DECENTRALIZED CONTROL

The segmented reflector space telescope under consideration consists of a large number of structural components as well as sensors and actuators leading to mathematical models that involve hundreds of states. On the other hand, controllers and processors are responsible of overall unit operation, interrogation of the measurement data and communication of the data [10]. Consequently, the design of control laws based on the conventional centralized approach becomes exceedingly difficult with the number of calculations that can be made in each operation cycle [2]. In addition it is vulnerable to a single point of failure and loss of computational and communicational abilities. As a result, the division of the control problem into a collective set of six smaller subsystems to control on a local level by set of decentralized controllers is a possible alternative to the centralized controller [4]. With decentralization, the control computation can be performed in parallel using the distributed control systems. Decentralization techniques are employed on the SPACE test-bed for the development of control laws to accomplish vibration suppression, precision pointing and reflector shape control. 
The following equation of motion represents the structure model of the SPACE test-bed: 
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Where M is the mass matrix, K is the stiffness matrix, 
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 is a position coordinate vector, B1 and B2 are force amplitude matrices, u is a control-input vector and d is disturbance vector.

For control purposes the following state-space representation of the composite system is derived from (4) [5]: 
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with decomposition 
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Fig. 4- Block Diagram of a Decentralized Control System
and isolated components 
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where
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In this case, a natural decentralization of the system is chosen by selecting one of the six peripheral segments of the primary mirror and its associated supporting structure as an isolated subsystem. Therefore each subsystem is identified with three command inputs to the actuators and three outputs which are measured by the edge sensors. Local control algorithms are developed for each of the six isolated subsystems:
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Several control algorithms have been developed for the shaping of the primary mirrors, including classical and modern techniques using the decentralized method. Figure 5 present the result derived PID controllers have been applied to segmented reflector [7], [8].
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 Fig. 5- Time Response of a PID Controller
Another control technique applied to the SPACE test-bed is the use of neural network control (NNC). Next section presents the research under way which uses NNC for shaping and pointing control of the SPACE test-bed.

5 PARALLEL IMPLEMENTATION 
As an implementation example, we refer to the replacement of a single 200th-order centralized controller that would be designed to control the primary mirror by six 12th-order local controllers running simultaneously to maintain the precision of the primary mirror shape. The control calculations for each of the six subsystems are represented by
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where x(k) is the state vector and u(k) is the control signal vector

In effect, the implementation of the control process largely consists of six tasks. A single task involves the control calculations for a single subsystem (Eq. 10). The computational features of the decentralized task are summarized as follows:
· Each task is not further decomposed.

· The computational complexity of all tasks is identical.

· There is no significant data dependency among the tasks.
Parallel processing of the different tasks is applied in order to achieve real-time performance. Based on our model of decentralized control, M tasks will be executed in parallel among P processors in an iterative fashion.

A. A Straightforward Task Mapping and Scheduling Approach

In this research, multiple DSPs are employed in order to increase the throughput of control calculation tasks. In a straightforward parallel implementation of decentralized control, processors are statically mapped to subsystems such that each processor performs control computations for its respective subsystem only (Figure 6). Although increased performance is realized when multiple processors are used in this manner, inefficiency arises if M is not an integer multiple of P, for M > P. Load imbalance occurs in such cases because exactly (M mod P) processors are necessarily responsible for controlling more subsystems than other processors. Optimality is sacrificed because processors with lighter loads are idle while waiting for processors with heavier loads. Furthermore this mechanism does not lend itself favorably towards fault tolerance because the failure of a single processor will result in the failure of its corresponding subsystem.

[image: image15.wmf]P

1

Time

P

r

o

c

e

s

s

o

r

P

2

P

3

P

4

1

2

3

4

5

6

Sample Period

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6


Fig. 6. Straightforward parallel processing (P=4, M=6)

B. Pipelined Task Mapping and Scheduling

In order to improve load balancing and to implement fault tolerance, a pipelined task mapping approach is proposed (Figure 7) wherein each processor executes each task sequentially like an assembly line. In the pipelined processing implementation, four adjacent subsystems are processed in any given control cycle; the two unprocessed subsystems in each cycle propagate about the system in a round-robin fashion. The pipelined control cycle time is reduced to approximately half that of the straightforward parallel program while the amount of computation accomplished is reduced by a factor of only one-third (from six to four subsystems per cycle), and processors are never idle. Fault tolerance is facilitated because processors are no longer tied to specific subsystems. Each node is able to handle calculations for any subsystem. Control computations are distributed amongst the processors in a manner that maintains the pipeline flow structure.
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Fig. 7. Pipelined parallel processing (P=4, M=6)
C. Generalization Of The Pipelined Task Mapping And Scheduling

Figure 8 illustrates the generalized tasking mapping and scheduling using the pipelined approach for any M tasks and any P processors, where M and P, M > P, can be any arbitrary integers. Note that task i (1 ≤ i ≤ M) is initially scheduled at cycle i on processor P1. It is then scheduled for the following P-1 consecutive cycles on processors P2 through Pp. After the first P times of the scheduling, task i is re-scheduled back to processor P1 at cycle M+i and ripples to the rest of the P-1 processors based on the pattern described in the first P times of the scheduling.
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Fig.  8. Generalized pipelined parallel processing

Task remapping and rescheduling are used to accommodate the occurrences of processor failures and their recovery. However, these topics and different failure scenarios are beyond the scope of this paper.

D. Results

The straightforward parallel implementation of decentralized controllers has been realized successfully for the SPACE testbed with P = 4 and M = 6. These decentralized control algorithm codes were written in C and executed using up to four DSPs running in parallel. An estimate of the standard and pipelined performance is shown in Figure 9.

The speedup curves demonstrate the effectiveness of the parallel process. The processing time is reduced as the number of processors is increased, thus allowing the attainment of real-time control objectives. However, due to the coarse grain nature of the decentralized controller tasks, there is no difference in speed for the cases P = 3 and P = 4 using the straightforward approach. In the case of four processors, P3 and P4 are idle during half of the control cycle as illustrated in Figure 6.

In the cases P = 1 to 3, the straightforward approach yields better speed-up results than pipelining due to the overhead incurred under pipelining, which is caused by message passing and the increased repetition of data input and output. However, the pipelined task mapping technique shows superiority in performance for the cases P = 4 and 5 due to increased throughput. The results show that pipelined scheduling exhibits competitive performance in comparison with the straightforward approach while featuring fault tolerance. Using the pipelined approach, a better linearity of throughput is observed as the number of processors increases. Note that the results of speed-ups of five processors are based on our estimation to show the effectiveness of the generic approach of pipelined scheduling, since there are only four physical processors in our system.
6 CONCLUSION

As most of the work in the shaping control has been completed using decentralized control techniques, we are currently developing an attitude control system, in addition to the control laws necessary for the pointing of the SPACE structure. On the other hand to demonstrate our pointing algorithms we are developing an optical ray-tracing program. Our preliminary results show that the decentralized techniques are used for both improved load balancing for any number of processors and tasks and allow the recovery from one or more processor failures.
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Fig. 9. Speedup of straightforward and pipelined task mapping
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