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Abstract: - Privacy-preserving data mining [3] is a new research direction in data mining where mining algorithms are analyzed for side effect that might invade data privacy.  The objective in privacy-preserving data mining is to develop algorithms for modifying the original data in some way, so that private data and knowledge remain private even after mining process. Given specific rules to be hidden, many data altering techniques for hiding association, classification and clustering rules have been proposed.  However, to specify hidden rules, entire data mining process needs to be executed.  For some applications, we are only interested in hiding certain sensitive items.  In this work, we assume that only sensitive items are given and propose two algorithms to replace data by unknowns in database so that sensitive items cannot be inferred through association rules mining algorithms.  Examples illustrating the proposed algorithms are given.  The efficiency of the proposed approach is further compared with Saygin etc’s [19] approach.  It is shown that our approach required less number of databases scanning and prune more number of hidden rules.  However, our approach must hide all rules containing the hidden items on the right hand side, where Saygin’s approach can hide specific rules.
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1 Introduction
The concept of privacy preserving data mining has been recently been proposed in response to the concerns of preserving personal information from data mining algorithms [3, 14].  There have been two broad approaches.  The first approach is to alter the data before delivery to the data miner so that real values are obscured.  One technique of this approach is to selectively modify individual values from a database to prevent the discovery of a set of rules [9,16,17,19].  They apply a group of heuristic solutions for reducing the number of occurrences (support) of some frequent (large) itemsets below a minimum user specified threshold.  The advantage of this technique is that it maximizes the amount of available data, although it does not ensure the integrity of the data.  The second approach is to allow users access to only a subset of data while global data mining results can still be discovered.

Given specific rules to be hidden, many data altering techniques for hiding association, classification and clustering rules have been proposed.  However, to specify hidden rules, entire data mining process needs to be executed.  For some applications, we are only interested in hiding certain sensitive items that appeared in association rules.  In this work, we assume that only sensitive items are given and propose two algorithms to replace data by unknowns in database so that sensitive items cannot be inferred through association rules mining algorithms.  The proposed algorithms are based on modifying the database transactions so that the confidence of the association rules can be reduced.  Examples demonstrating the proposed algorithms are shown.  The efficiency of the proposed approach is further compared with Saygin etc’s [19] approach.  It is shown that our approach required less number of databases scanning and prune more number of hidden rules.  However, our approach must hide all rules containing the hidden items on the right hand side, where Saygin’s approach can hide specific rules.


The rest of the paper is organized as follows.  Section 2 presents the statement of the problem and the notation used in the paper.  Section 3 presents the proposed algorithms for hiding association rules that contain the specified sensitive items. Section 4 shows some examples of the proposed algorithms.  Section 5 analyses the result of the efficiency of proposed algorithms and further compare with Saygin etc approach.  Concluding remarks and future works are described in section 6.
2 Problem Statement
2.1 Sensitive Association Rule hiding 

The problem of mining association rules was introduced in [2]. Let 
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 be a set of literals, called items.  Given a set of transactions D, where each transaction 
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  An example of such a rule is that 90% of customers buy hamburgers also buy Coke.  The 90% here is called the confidence of the rule, which means that 90% of transaction that contains X also contains Y. The support of the rule is the percentage of transactions that contain both X and Y.  The problem of mining association rules is to find all rules that are greater than the user-specified Minimum Support Threshold (MST) and Minimum Confidence Threshold (MCT). 

The problem of hiding sensitive association rules by replacing data items by unknowns was introduced in [19].  With the new approach that involves unknowns, the definition of support is modified.  Instead of a single value for the support of an itemset A, there is a support interval, [minsup(A); maxsup(A)] where the actual support of itemset A can be any value between minsup(A) and maxsup(A).  The minsup(A) is the percentage of the transactions that contain 1s for all the items in A and maxsup(A) is the percentage of the transactions that contain either 1 or ? for all the items in A.  The confidence formula is also modified since it will also have a degree of uncertainty.  Instead of a single value for the confidence of a rule A => B, we have a confidence interval [minconf(A => B); maxconf(A => B)], where the actual confidence of a rule A => B can be any value between minconf(A => B) and maxconf(A => B).  Given the minimum and maximum support values of itemsets A ( B and A, the minimum confidence value for a rule A => B is, minconf(A => B) = minsup(A ( B) * 100/maxsup(A), and the maximum confidence value is maxconf(A => B) = maxsup(A ( B) * 100/minsup(A).
As an example, for a given database in Table 1, a MST of 60% and MCT of 70%, four association rules can be found as follows: A=>B(60%, 75%), A=>D(60%, 75%), B=>A(60%, 75%), D=>A(60%, 75%).

	TID
	Items

	T1
	1101

	T2
	0100

	T3
	1011

	T4
	1100

	T5
	1101


Table 1. Sample Database D

2.2 Problem Description

The objective of data mining is to extract hidden or potentially unknown interesting rules or patterns from databases.  However, the objective of privacy preserving data mining is to hide certain sensitive information so that they cannot be discovered through data mining techniques [1,4-12,15].  In this work, we assume that given a transaction database D, a minimum support, a minimum confidence and a set of items H to be hidden, the objective is to modify the database D such that no association rules containing H on the right hand side will be discovered.
As an example, for a given database in Table 1, a minimum support of 60%, a minimum confidence of 70%, and a hidden item H = {B}, if transaction T4 is modified as 1?00, then the rule A=>B that contain item B on the right hand side will be hidden since its min_conf = 40% is below the MST. [min_conf(A=>B) = 40%, max_conf(A=>B) = 60%].

	TID
	Items

	T1
	1101

	T2
	0100

	T3
	1011

	T4
	1?00

	T5
	1101


Table2. Sample Database with

Unknown attribute

The following notation will be used in the paper. Each database transaction has three elements: T=<TID, list_of_elements, size>.  The TID is the unique identifier of the transaction T and list_of_elements is a list of all items in the database.  For example, if I = {A,B,C,D}, a transaction that has the items {A, B} will be represented as t = <T1,1100,2>.  In addition, a transaction t supports an itemset I when the elements of t.list_of_elements corresponding to items of I are all set to 1.  A transaction t partially supports an itemset I when the elements are not all set to 1.  For example, if I = {A,B,C,D} = [1111], p = <T1,[1111],4>, and q = <T2,[0011],2>, then we would say that p supports I and q partially supports I. 
3 Proposed Algorithms

In order to hide an association rule, we can either decrease its support or its confidence to be smaller than pre-specified Minimum Support Threshold and Minimum Confidence Threshold.  To decrease the confidence of a rule, we can either (1) increase the support of X, i.e., the left hand side of the rule, but not support of X ( Y, or (2) decrease the support of the itemset X ( Y.  For the second case, if we only decrease the support of Y, the right hand side of the rule, it would reduce the confidence faster than simply reducing the support of X ( Y.  To decrease support of an item, we will modify one item at a time by changing from 1 to ? or from 0 to ? in a selected transaction, then min_conf is determined if it is below the MST. 

Based on these two strategies, we propose two data-mining algorithms for hiding sensitive items in association rules, namely Increase Support of LHS First (ISLF) and Decrease Support of RHS First (DSRF).  The first algorithm tries to increase the support of left hand side of the rule.  If it was not successful, it tries to decrease the support of the right hand side of the rule.  The second algorithm reverses the order of the first algorithm.  The details of the DSRF algorithms is described as follow.
3.1 Algorithm DSRF

 Input: a source database D, 

             MST (Minimum Support Threshold), 

             MCT(Minimum Confidence Threshold),    

             a set of hidden items H
Output: a transformed database D’, containing unknown marks ?,  where rules containing H on RHS will be hidden

1.Find large 1-item sets from D ;
2. For each hidden item h
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 H   

3. If h is not a large 1-itemset,
4.   then H := H -{h};
5.   H is empty, then EXIT; // no AR has H 
6.                                          // in the RHS                                     

7.      Find large 2-itemsets from D ;
8.   For each h 
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 H {
9.      For each large 2-itemset containing h { 

10.    Compute minimum confidence of rule U, 

11.     where U is a rule of x
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 h ;
12.
If min_conf> MCT, then{// Decrease

13.                                       // Support of RHS

14   Find T1= { t in D | t fully supports rule 






U};

15   Sort T1 in ascending order by the number of  supported items ;

16   Repeat {  
17
       Choose the first transaction t from T1 ;

18          Choose the item in RHS(U) with the

             highest support;

19     Place a ? mark for the item in



RHS(U);

20    Compute max_sup and min_conf of    U ;}

21 Until ( min_conf < MCT or T1 is



 empty ) ;

22

If min_conf > MCT, then{// Increase 

                                       //Support of LHS 

23          Find T2 = {t in D | t partially supports
                     LHS (U) and t does not fully 


Support RHS(U)} 

24.          Sort T2 in descending order by the 
        number of supported items;

25
     Repeat {  
26          Choose the first transaction t from T2 ;

27      Choose an item not supported in




LHS(U);

28     Place a ? mark for that item in




LHS(U); 

29     Compute max_suport and min_conf 


 of U; }

30    Until ( min_conf<MCT or T2 is



 empty ) ; 

31  If min_conf > MCT, then 

39          CAN NOT HIDE h ;
40      Else

41 
    Update D with new transaction t ;
42      }  // end of for each large 2-itemset
43      Remove h from H ;
44    }  // end of for each h
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 H
45   Output updated D, as the transformed D’;


Figure 1. Decrease Support of RHS First  (DSRF)

4 Examples

This section shows four examples for demonstrating the two proposed algorithms in hiding sensitive items in the association rules mining.

For a given database in Table 1, a minimum support of 60% and a minimum confidence of 70%, the first two examples hide the sensitive items using the ISLF algorithm.  The difference of the two examples is that the order of hiding item is different.  The first example hides item B and then item D.  The second example hides item D and then item B. The third and fourth examples hide the sensitive items using DSRF algorithm.

In our first example we hide item B, then we hide item D by using ISLF. To hide item B, the rule A=>B (60%, 75%) will be hidden if transaction T4 is modified from 1100 to 1?00 using DSRF. The rule A => B will have support = 40% and minimum confidence = 50%.  To hide item B, the rule A => D (60%, 75%) will be hidden if transaction T1 is modified from 1101 to 110? using DSRF. The rule A => B will have minimum support = 40% and minimum confidence = 50%.  


In second example, reversing the order of hiding items, the result of hiding item D and then item B using DSRF algorithm is as follows.  To hide item D, the rule A => D (60%, 75%) will be hidden if transaction T1 is modified from 1101 to 110? using DSRF. The rule A => D will have minimum support = 50% and minimum confidence = 60%.  To hide item D, the rule A => D (75%, 60%) will be hidden if transaction T4 is modified from 1100 to 1?00 using DSRF.  The rule A => D will have minimum support = 40% and minimum confidence = 60%.

In third example, assuming that the min_sup = 60% and min_conf = 70%, the result of hiding item B and then item D using ISLF algorithm is as follows.  To hide item B, the rule A => B (60%, 75%) will be hidden if transaction T2 is modified from 0100 to ?100 using ISLF.  The rule A => B will have support = 40% and confidence = 60%.  To hide item D, the rule A => D (60%, 75%) will be hidden if transaction T1 is modified from 1101 to 110? using DSR (Decrease Support of RHS).  The rule A => D will have minimum support = 40% and minimum confidence = 60%.


 In fourth example, reversing the order of hiding items, the result of hiding item D and then item B using ISLF algorithm is as follows.  To hide item D, the rule A => D (60%, 75%) will be hidden if transaction T2 is modified from 0100 to ?100 using ISL. The rule A => D will have minimum support = 40% and minimum confidence = 50%.  To hide item B, the rule A => B (60%, 75%) will be hidden if transaction T4 is modified from 1101 to 1?00 using DSRF. The rule A => C will have support = 40% and confidence = 50%.
5 Analysis
This section analyzes some of the characteristics of the proposed algorithms and compares with the algorithms proposed in Saygin [19].

The first characteristics we show is that the transformed databases are different under different ordering of hiding items, even though the same set of sensitive items is specified.  This characteristic is demonstrated in the four examples in section 4 and is summarized in Table 3.  Databases D2 and D4 are resulting databases using DSRF algorithm and D6 and D8 are resulting databases using ISLF algorithm.

The second characteristic we analyze is the efficiency of the proposed algorithm compared with the Saygin’s etc algorithms.  Even though it is the hidden rules, instead of hidden items, that are specified in [9], we compare the number of database scanning and the number of rules pruned between the two approaches.

For DSRF algorithm, the number of database scanning is 3 and it comes from the calculation of large one itemsets, large two itemsets, and partial support transactions T1.  The rules pruned are AB=>D, B=>AD.  For Saygin’s Figure 2, algorithm1, the number of database scanning is 4 and it comes from the calculation of large one itemsets, large two itemsets, large three itemsets, and partial support transactions T.  No rules are pruned in the Saygin’s Figure 2, algorithm1.  It can be seen that the DSLF algorithm requires less database scanning and prune more number of association rules.  Similar results are obtained for comparing ISRF algorithm and Saygin’s Figure 2, algorithm1.

	TID
	D1
	D2
	D4
	D6
	D8

	T1
	1101
	110?
	110?
	110?
	1101

	T2
	0100
	0100
	0100
	?100
	?100

	T3
	1011
	1011
	1011
	1011
	1011

	T4
	1100
	1?00
	1?00
	1100
	1?00

	T5
	1100
	1101
	1101
	1101
	1101


Table 3. Databases before and after hiding items B and C using ISLF and DSRF

One of the reasons that Saygin’s approach does not prune rules is that hidden rules are given in advance and the algorithms try to hide every single rule without checking to see if rules can be pruned after some transactions have been changed.


However, our approach needs to hide all rules containing hidden items on the right hand side.  But Saygin’s approach can hide some of the rules containing hidden item on the right hand side.  For example, for hidden item C, Saygin’s approach can hide B => D, but show A => D, whereas our approach must hide both B => D and A => D.


The third characteristic we analyze is efficiency comparison of the ISLF and DSRF algorithms.  One observation we conclude from the examples in section 4 is that DSRF algorithm seems to be more effective when the support count of the hidden item is large.  This is due to when support of right hand side of the rule is large; increase support of left hand side by using unknown attribute usually does not reduce the confidence of the rule.  However, decrease support of right hand side usually decreases the confidence of the rule.
6 Conclusion

In this work, we have studied the database privacy problems caused by data mining technology and proposed two naïve algorithms for hiding sensitive data in association rules mining.  The proposed algorithms are based on modifying the database transactions so that the confidence of the association rules can be reduced.  Examples demonstrating the proposed algorithms are shown.  The efficiency of the proposed approach are further compared with Saygin’s approach [19]. It was shown that our approach required less number of database scanning and prune more number of hidden rules.  However, our approach must hide all rules containing the hidden items on the right hand side, where Saygin’s Figure 2, algorithm1 approach can hide some of the specified rules.  In addition, more simulation must be carried out to show the feasibility and efficiency of the proposed algorithms.
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