A New Scheme for MODIS Cloud Classification
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Abstract: A new technique called the local region of influence (LROI) scheme for supervised cloud classification of the Moderate Resolution Imaging Spectroradiometer (MODIS) is proposed. The classification of each observation is performed within the LROI, where the center of each class is calculated as a weighted average of its training class members with respect to each new observation. The probability of each class is assigned to each observation. The proposed LROI scheme is applied to the MODIS radiances observed from the scenes of clear skies, ice clouds, or water clouds. The classification results are compared with those from the maximum likelihood (ML) classification method, the multicategory support vector machine (MSVM) and the operational MODIS cloud mask algorithm. The lowest misclassification error rates show the advantage of the LROI scheme.
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1 Introduction
The MODIS (or Moderate Resolution Imaging Spectroradiometer) is a key instrument aboard the NASA EOS Terra and Aqua satellites. It provides 12-bit high radiometric sensitivity in 36 infrared and visible bands ranging in wavelength from 0.4 µm to 14.4 µm, with high spatial resolution from 250 m to 1 km. Terra MODIS and Aqua MODIS are viewing the entire Earth's surface every 1 to 2 days, acquiring data that will improve our understanding of global weather and climate.

The high spatial resolution of MODIS provides valuable cloud information. Clouds play a vital role in the earth’s radiation budget and climate change, and can exist in the form of single or multilayer cloud system within a sensor’s field of view [1]. The representation of cloud cover in numerical models has long been recognized as a potential uncertainty in climate prediction [2]. Thus, classification of cloudy and clear scenes is important. Several cloud classification schemes have been developed before. The MODIS cloud mask algorithm use simple thresholds on individual bands of radiances or brightness temperatures for clear-sky and cloudy discrimination, as described in [3], [4], and [5]. The well-known maximum likelihood (ML) scheme [6] [7] is an unsupervised, global classification approach. The multicategory support vector machine (MSVM) for classifying the MODIS observations has been recently proposed, which handles unequal misclassification costs and nonrepresentative samples in a principled way [8]. In this paper we propose the local region of influence (LROI) scheme for supervised cloud classification. The potential of the LROI scheme as an effective tool is illustrated by comparing the misclassification error rates with the the MODIS cloud mask algorithm, the ML classification, and MSVM.

Section 2 provides a description of the MODIS radiance data used in our classification experiments. Section 3 details the proposed classification scheme and the procedures to perform this scheme. Section 4 shows the cloud classification results and the misclassification error rates comparison with other classification schemes. Section 6 summarizes the paper.

2 Data Description
In this study, 1536 MODIS scenes over the Gulf of Mexico in July 2002 were classified as clear, ice, or water cloud by a satellite expert. There are 256 clear scenes, 952 ice clouds and 328 water clouds identified. Each of the three categories were randomly divided in half. The first halves are used as a training set which consists of 256 clear skies, 952 ice clouds and 328 water clouds, leaving the second halves as a test set. The training and test data sets are identical to the ones adopted by Lee et al. (2004) in
the MSVM classification study [8].

It was observed that no single channel gives a clear separation of the three categories. Most of the misclassifications occur in the overlap among categories. The composite variables involving two channels have been conventionally used to better distinguish among categories. The pairs of $R_{\text{channel} 2}$ vs. $\log_{10} (R_{\text{channel} 5} / R_{\text{channel} 6})$ have been used in the MSVM classification study [8], which appear to be informative as judged by the scatterplot in Figure 1. The same pairs are adopted in this study.

Table 1 shows the distribution of the predicted category vs. the true category after the ML classification

<table>
<thead>
<tr>
<th>True category</th>
<th>Predicted category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear sky</td>
<td>Clear sky</td>
</tr>
<tr>
<td></td>
<td>128</td>
</tr>
<tr>
<td>Ice clouds</td>
<td>173</td>
</tr>
<tr>
<td>Water clouds</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 1 Distribution of predicted category vs. true category after the ML classification. The misclassification error rate is $481/768 = 62.63\%$.

As comparing Fig. 2 with Fig. 1, it is expected that the unsupervised ML classification scheme will yield high misclassification error rate, which is 62.63% from Table 1.

3 New Local Classification Scheme

The local region of influence (LROI) scheme is proposed here for supervised cloud classification of MODIS observations. The classification of each observation is performed within the LROI, where the center of each class is calculated as a weighted average of its training class members with respect to each new observation. The probability of each class is assigned to each observation.

Specifically, the LROI scheme consists of the following three steps:

1). Given an observation in the test set and its LROI, find all the neighboring members in the training set whose distances are within the LROI. If there is no training data in the LROI, keep increasing the radius of LROI.

2) Compute the center of each class within LROI as the weight average of all training members of the same categories with respect to each new testing member:

$$
\bar{r}_{\text{class}_k} = \frac{\sum_{\forall j \in \text{class}_k} \bar{r}_{ij} \ast e^{-|\bar{r}_{ij}|^2 / \min(|\bar{r}_{ij}|^2)}}{\sum_{\forall j \in \text{class}_k} e^{-|\bar{r}_{ij}|^2 / \min(|\bar{r}_{ij}|^2)}}$$

where $\bar{r}_{ij}$ is the distance vector from the testing sample to the training sample, and $\bar{r}_{\text{class}_k}$ is the distance vector from the testing data to the center of the class $k$. The vector $\bar{r}_{\text{class}_k}$ is computed as a weighted sum of the distance vectors $\bar{r}_{ij}$ from the testing sample to the training sample. An exponential
weighting function is used for each vector \( \tilde{r}_{ij} \) such that the training sample with a smaller distance will have a larger weight. In this way, we can reduce the effects of training samples that are located farther away from the testing sample.

3) Calculate the probability of each cloud type and classify the data type. In this step, the probabilities of the testing samples for each cloud type are calculated by

\[
P_{\text{class}_k} = \frac{e^{-||\tilde{r}_{\text{class}_k}||^2 / \min(||\tilde{r}_{\text{class}_k}||^2)}}{\sum_{k=1}^{\text{no. of classes}} e^{-||\tilde{r}_{\text{class}_k}||^2 / \min(||\tilde{r}_{\text{class}_k}||^2)}}
\]

An exponential function of the class vectors \( \tilde{r}_{\text{class}_k} \) is used to calculate the probability of each class for the testing sample. In this study the testing sample will be assigned to the category for which it has the maximum probability.

### 4 Results

The MODIS training data set includes several misclassified isolated ice cloud samples, which are individually surrounded by the water clouds samples. The cloud classification experiments have been performed using the training data sets with or without the misclassified isolated samples removed.

1) Using the complete training set including the misclassified isolated samples, the LROI scheme yields the classification boundaries depicted in Fig. 3.

The classification boundaries projected derived from the training set are projected on the testing set as shown in Fig. 4. As seen, except a few misclassified isolated training samples the training set is overall representing the testing set.

![Classification boundaries](image1)

**Fig. 3.** Classification boundaries on the complete training set based on the LROI scheme.

The distribution of the predicted category vs. true category is shown in Table 2. The misclassification error rate is 4.30%. Most errors occur in the prediction of ice clouds and water clouds. The classification boundary of ice clouds and water clouds is relatively complex and thus the errors between these two types are relatively high (12+18=30). Note that the misclassification error rate of this LROC scheme is only 4.30%, which is lower than the 4.6875% of MSVM from Lee et. al., and the 18% of the MODIS cloud mask algorithm [7], and the 62.63% of the ML approach in Table 1.

![Classification boundaries](image2)

**Fig. 4.** Classification boundaries on the complete testing set based on the LROI scheme.

Table 2 Distribution of predicted category vs. true category using the LROI classification. The misclassification error rate is 33/768 = 4.30%.

<table>
<thead>
<tr>
<th>True category</th>
<th>Predicted category</th>
<th>Ice clouds</th>
<th>Water clouds</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear sky</td>
<td>127</td>
<td>1</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>Ice clouds</td>
<td>2</td>
<td>456</td>
<td>18</td>
<td>476</td>
</tr>
<tr>
<td>Water clouds</td>
<td>0</td>
<td>12</td>
<td>152</td>
<td>164</td>
</tr>
</tbody>
</table>

2) With the removal of misclassified isolated samples in the training data as a procedure of quality control,
the LROI scheme applied to the training set yields the classification boundaries as shown in Fig. 5.

![Fig. 5. The LROI-derived classification boundaries on the training set with the misclassified isolated samples removed.](image)

The classification boundaries derived from the training set with the misclassified isolated samples removed is projected on the testing set as shown in Fig. 6.

![Fig. 6. Classification boundaries from Fig.5 projected on the testing set.](image)

Table 3 shows the distribution of the predicted category vs. true category using the LROI scheme after the misclassified isolated samples removed. The misclassification error rate drops to 3.26 %.

Table 3 Distribution of predicted category vs. true category using the LROI classification. The misclassification error rate is 25/768 = 3.26%.

<table>
<thead>
<tr>
<th>True category</th>
<th>Predicted category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clear sky</td>
</tr>
<tr>
<td>Clear sky</td>
<td>127</td>
</tr>
<tr>
<td>Ice clouds</td>
<td>2</td>
</tr>
<tr>
<td>Water clouds</td>
<td>0</td>
</tr>
</tbody>
</table>

6 Conclusion

Valuable cloud information is provided by the MODIS instrument due to its high spatial resolution. A new supervised classification scheme is proposed that uses a local region of influence (LROI) to perform the classification. A comparison of this scheme is done with the MODIS cloud mask algorithm, the ML classification method, and the MSVM. Results show that the misclassification error rate of the proposed scheme is lower than those obtained with the other schemes testifying to the robustness of the LROI scheme.

References:


