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Abstract :- In this paper we present a method of embedding information within digital images called spread Spectrum Image Steganography (SS1S) along with its payload capacity.Steganography is the science of communicating in a hidden manner. SS1S conceals a message of substantial length within digital imagery while maintaining the original image size and dynamic range. The hidden message can be recovered using the appropriate keys without any knowledge of the original image. The capacity of the steganographic channel is described and the performance of the technique is illustrated. Applications for such a data-hiding scheme include in-band captioning, hidden communication, image tamper proofing, authentication ~ invisible map overlays, embedded control, and revision tracking.
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1 Introduction
    Steganographic techniques allow communication between two authorized parties without an observer being aware that the communication is actually taking place. These techniques have many Army applications in the defensive information warfare arena, such as hidden communication, in-band captioning, and tamper proofing. A useful steganographic system must provide a method to embed data in an imperceptible manner, allow the data to be readily extracted, promote a high information rate or payload capacity, and incorporate a certain amount of robustness to removal [1], [2]. Digital 

Steganography, or information-hiding schemes, can be characterized utilizing 

the theories of communication [3]. The parameters of information hiding such as the amount of data bits that can be hidden, the perceptibility of the message, and its robustness to re-moval can be related to the characteristics of communication systems: capacity, signal-to-noise ratio (SNR), and jamming margin. The notion of payload capacity in data hiding indicates the total number of bits hidden and successfully recovered by the stegosystem. The signal-to-noise ratio serves as a measure of detectability. In this context, the message we are trying to conceal — the embedded signal — represents the information-bearing signal, and the cover image is viewed as noise. Contrary to typical communication scenarios where a high SNR is desired, a very low SNR for a stegosystem corresponds to lower perceptibility and therefore greater success when concealing the embedded signal.

        The measure of jamming resistance can be used to describe a level of robustness to removal or destruction of the embedded signal, intentional or accidental, It is not possible to simultaneously maximize robustness, imperceptiveness, and capacity. Therefore, the acceptable balance of these items must be dictated by the application. For example, an information-hiding scheme may forgo robustness in favor of capacity and low perceptibility, whereas a watermarking scheme, which may not require large capacity or low perceptibility, would cert airily support increased robustness. Finally, steganography used as a method of secret communication would adopt the utmost imperceptiveness while sacrificing robustness and possibly capacity.

2 Methods in Use

   One method of data hiding entails the manipulation of the LSB plane, from direct replacement of the cover LSBS with message bits, to some type of logical or arithmetic combination between the two. Several examples of LSB schemes can be found in [4] and [5]. This technique achieves both high capacity and low perceptibility. However it is not very sophisticated and thereby subject to extraction by undesirable parties. In addition, the method is not resilient to noisy transmission because the subject bits must be transmitted in an error-free manner for reliable decoding of the hidden message.

There are, of course, many approaches that are cover escrow schemes, where it is necessary to possess the original cover signal in order to retrieve the hidden information.

        Examples of such schemes can be found in [2], [6], and [7]. Recently, research in this area that exploits characteristics of the human visual system (HVS ) to decrease perceptibility of the hidden information was performed by Swanson, Zhu, and Tewfik [8]. The capacity of this system is naturally cover image dependent and not quantified.

3 New  method - SS1S

    Our method of SS1S is a data-hiding/hidden communication steganographic method that uses digital imagery as a cover signal [9]. SS1S provides the ability to hide a significant quantity of information bits within digit al images, avoiding detection by an observer.

      This objective advocates the maximization of capacity and minimization of perceptibility. Furthermore, SS1S is a blind scheme where the original image is not needed to recover the hidden information. The proposed recipient need only possess a key in order to reveal the message. The very existence of the hidden information is virtually undetectable. Techniques of spread spectrum communication, error control coding, and image processing are combined to accomplish SS1S. The major processes of the stego system encoder are portrayed in Figure 1. Within the system, the message, after optional encryption, is encoded via a low-rate error-correcting code, producing the encoded message, m. The sender enters key 2 into a wideband pseudorandom noise generator, [image: image1.png]=

-
1) i |- Ty |

s}

@3

Fig. 1. SIS Encoder
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Fig. 2. SSIS Decader



generating a spreading sequence, n. Subsequently, the modulation scheme is used to spread the narrowband spectrum of m with the spreading sequence, thereby composing the embedded signal, s, which is then input into an interleave and spatial spreader. The interleaver may also use a key to dictate the interleaving algorithm. This signal is now combined with the cover image to produce the stego image, which has been appropriately quantized to preserve the initial dynamic range of the cover image.

The stegoimage is then transmitted in some manner to the recipient. At the receiver, the stegosystem decoder, shown in Figure 2, uses image restoration techniques and deinterleaving to construct an estimate of the embedded signal, ;, from the received stego image. The recipient, maintaining the same key 2 as the sender, regenerates the spreading sequence, n. The encoded message is then demodulated, and an estimate of the

encoded message, ti, is constructed. The estimate of the message is then decoded via the low-rate error control decoder, decrypted if necessary, and revealed to the recipient.
SS1S is able to conceal information in digital imagery because of intrinsic image  characteristics. Wideband thermal noise is inherent to imagery of natural scene scaptured by photoelectronic systems. This noise in digital imagery can be modeled as additive white Gaussian noise (AWGN). In our system, the hidden information

is embedded within white Gaussian noise (WGN) and is then added to the digital image. In other types of coherent imaging, the noise can be modeled as speckle noise [10], which is produced by coherent radiation from the microwave to visible regions of the spectrum. We postulate that the concepts of SS1S can be extended to imagery with other noise characteristics than those modeled by AWGN. The additional noise which conceals the hidden message is a natural phenomenon of the image and, therefore, if kept at typical levels, is unsuspecting to the casual observer. Subsequently, even if the methodology of this system is known to eaves- droppers, they will be unable to decipher the hidden information without possession of the appropriate keys, 

4 Steganographic capacity

To date, the steganographic capacity measure used for performance comparisons of these systems is that of a

channel with WGN (1) derived by Shannon [11] and applied to steganography in [3].
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 However, many cover signals are not well modeled as a Gaussian noise process because of an underlying correlation structure. This is specifically evident for natural digit al images, which consists of continuous tones, and have a high dependency among neighboring pixels. Therefore, it was shown in [12] that the channel capacity for an arbitrary noise channel [11] is better suited for the capacity of this steganographic channel. Although the precise capacity of an additive non-Gaussian noise channel may be difficult to calculate, upper and lower bounds can be determined. In [12] a tighter bound on the steganographic capacity (2) was given using the entropy-power inequality [13], 
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where the entropy power, N, (3), of an arbitrary noise, Z, is the average noise power of W(2N having the same  entropy. 
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In essence, the capacity of the arbitrary additive noise channel is lower bounded by the capacity of a WGN channel with the same entropy as the arbitrary noise and upper bounded by the channel with maximum entropy of the output under the same noise conditions. For the steganographic channel, the capacity bounds of (2) are used where the channel noise is the cover signal, which perturbs the information signal much like WGN with power Ne. Therefore, the parameters of the steganographic channel capacity consist of S, the power of the random noise signal concealing the hidden information; N e, the entropy power of the cover, which is added to the information bearing signal S; and N, the power of the cover.

5 SSIS Performance

We illustrate the performance and capacity of SS1S using the original    512 x 512 pixel image appearing in Figure 4,  We presume the hidden message will be compressed in order to maximize the payload. Therefore, assuming that the compression method is intolerant of errors, as is the case with Huffman and arithmetic coding, we strive for total error-free recovery of the hidden data. As an example, we have hidden messages within the image of Figure 5. The steganographic SNR, the ratio of embedded signal power to cover image power, for this image is -35 dB. The embedded signal BER is 0.25. One of the many codes that can be used for this error rate is the (889,35) binary expansion of a Reed-Solomon encoder [14]. This decoder can correct a block that is 2770 in error. This encoder yields a payload of 1.2 kilobytes of hidden information or .0394 information bits per pixels (bpp). The steganographic capacity for this image at an SNR of -35 dB is lower bounded by ,31 and upper bounded at 4.43 information bpp.By increasing the SNR, the performance of embedded signal estimation is improved, at the cost of some perceptibility. To demonstrate, a higher power embedded signal is used to embed information into the images of Figure 6, yielding an SNR value of -30 dB. The image shows only slight degradation, which is not readily perceptible to a human observer. This image has a payload near 5 kilobytes using a (155,25) maximum likelihood decoder to compensate for the signal estimation BER of .21 resulting in a payload of ,1613 bpp. The capacity of this image lies between ,41 and 4.43 bpp. To attest to the amount of data that can be hidden, the entire Treat y of Paris, which is 12 kilobytes, (or four pages of ASCII text), compressed to 4.5 kilobytes using the“gzip” program, is easily hidden within the Figure 6. 

6 Conclusions

We have presented a novel steganographic methodology  which included the SS1S algorithm and the capacity of the steganographic channel. SS1S uses error control coding, image processing, and spread spectrum techniques to provide a method for concealing a digital signal within a cover image without increasing the size of the image. Additionally, the original image is not needed to extract the hidden message. A level of security is provided by the necessity that both sender and receiver possess the same public or private keys. Furthermore, the embedded signal power is insignificant compared to that of the cover image, providing low probability of detection and thereby leaving an observer unaware of the hidden data.
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[image: image6.png]



      Fig 5. Image with Embedded signal  

                     Low SNR
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      Fig 6. Image with Embedded signal  

                     High SNR
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