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Abstract 

This paper addresses the problem of job scheduling and machine assignment in a flexible manufacturing cell, equipped with multiple parallel machines in a tool-sharing environment. Under these conditions, we have attempted to solve the problem with the objective of simultaneously minimizing the Makespan  (realization time of the global schedule in the cell) and maximizing the number of finite parts (system productivity). For simulation, we have introduced some realistic constraints in the investigation. For system modelling we have chosen Hierarchical Petri nets, witch are the only formalism that can depict time constraints, shared resources, repetitive tasks, system dynamics, Hierarchical and modular systems,... and so forth. 

Production schedule is achieved by a universal meta-heuristic method, witch permit the resolution of shared resources conflicts. We have developed a genetic algorithm to solve the scheduling problem. Performance results show that the GA is an appropriate solution. In general, conventional scheduling of jobs considers a set of machines which process one operation per machine. The objective is to process a set of jobs within a given planning horizon. Each of these jobs consists of an ordered set of operations. Each operation uniquely corresponds to one of the machines. When a job has finished processing on one machine, the job leaves that machine and it is sent to other machines to undertake the remaining operations. The job and machine processing and scheduling become a complex problem once the number of jobs and machines increase. On the other hand, in order to increase market competitiveness, many large industries are currently attempting to introduce flexible manufacturing system (FMS) as their manufacturing strategy.  

FMS must be flexible enough to provide a high utilization rate to justify its high capital investment. FMS is said to be flexible such that when parts are entered into the system, the FMS is able to process parts instantly. This could be made possible when the materials handling system and the machines have sufficient capacity and the tools required for the processing variety parts are ready on the machine magazines. The machines in the FMS are required to perform all operations required on a job within the same workstation. FMS  produces parts that are large in variety and small in batches. So, if a machine is required to processes two or more different parts at a same time, a conflict will appear on the shared machine and can cause a blockage situation.

 If the FMS consists of multiple CNC machines of the same type with local tool magazines, another common yet important strategy in the resources management system is shared resources. A robot or a machine is usually called to transfer tools from the tool store to the local tool magazines, or to process a given operation witch composes different jobs.Yet, an assignment problem arises when scheduling jobs to multiple machines. However, there is little literature available witch studies the problem of scheduling jobs to multiple parallel machines in a shared resources environment.


As discussed above, this paper considers both conflict resolution about shared resources and machine assignment as the key issues in increasing the productivity of an FMC witch is composed of multiple machines of the same type under a tool-sharing environment. Both the job scheduling problem and assignment of operations to machines problem are solved simultaneously using a GA. The paper is organized as follows. Section 1 introduces the FMS model based on hierarchical Petri nets. Section 2 presents a recommended GA approach witch solves multiple objective problems simultaneously. Simulation results are included in Section 3. Interpretations and conclusions are given in Section4. 
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Introduction

A number of earlier researches have emphasized the on-the-job scheduling problems that occur with a single flexible machine. However, scant literature has considered the case of job scheduling on multiple parallel machines, which invokes another problem involving machine assignment. This paper addresses the problem of job scheduling and machine assignment on a flexible machining workstation (F.M.W) equipped with multiple parallel machines in a tool-sharing environment. Under these circumstances, authors have attempted to model the problem with the objective of simultaneously minimizing makspen. Furthermore, a set of realistic constraints has been included in the investigation. A genetic algorithm (GA) heuristic has been developed to solve the problem, and performance results show that GA is an appropriate solution.

1.Overview on F.M.S

The objective is to process a set of jobs within a given planing horizon. Each of these jobs consists of an ordered set of operations. Each operation uniquely corresponds to one of the machines. When a job has finished processing on one machine, the job leaves that machine and is sent to other machines to undertake the remaining operations. The job and machine processing and scheduling become a complex problem once the number of jobs and machines increase. On the other hand, in order to increase market competitiveness, many large industries are currently attempting to introduce flexible manufacturing system (F.M.S) as their manufacturing strategy. Since F.M.S involves the scheduling of a system of expensive machines, the implementation of a F.M.S is not an easy task.  F.M.S must be flexible enough to provide a height utilization rate to justify its high capital investment.  F.M.S  is said to be flexible such that when parts are entered  into the system, the F.M.S is able to process parts instantly. This could be made possible when the materials handling system and the machines have sufficient capacity and the tools required for processing variety parts are ready on the machine magazines. The machines in the FMS are required to perform all operations required on a job within the same workstation as long as the requisite tools and machine capacity are available. F.M.S produces parts that are large in variety and small in batches. However, given the increase of part varieties and the number of cutting tool types, the cost will also increase.

     If the F.M.S consists of multiple C.N.C machines of the same type with local  tool magazines, another common yet important strategy in the  tool management  system is tool  sharing. A robot or a tool-interchanging device is usually employed to transfer tools from the tool store on the local tool magazines. By adopting a tool-sharing strategy, the benefit will be the reduction in tool inventory and improvement in tool utilization. However, this might lead to an increase in machine idle time due to the non-availability of the required tools, which are occupied by other machine processing jobs. The same drawback results when the robot or the tool-interchanging device is very busy in tool loading/unloading and tool transportation. The increase in idle time will decrease in utilization and consequently affect the overall efficiency of the system. Yet, an assignment problem arises when scheduling jobs to multiple machines. However, there is little literature available which studies the problem of scheduling jobs  to multiple  parallel  machines in a tool-sharing environment. Both the job scheduling problem and assignment of jobs to machines problem are solved simultaneously using a G.A.

2. Scheduling problems

2.1 Complexity 

The complexity of a problem appears when pessimistic hypothesis are supposed, in order to fall in the most unfavorable case when considering the computation time. In general, we attempt to reduce the problem to a polynomial form. If for a given problem, we are not able to define such an algorithm, we say that the problem is exponential. 

2.2 Combinational explosion 

Scheduling problems are often described as very complex ones. This complexity is amplified by decisions made about resource affectation. In order to simplify the problem, we generally anticipate the affectation phase. The inconvenience of this approach resides in the fact that a change in this affectation implies a new resolution of the complete problem. 

To solve the combinational explosion problem we can use techniques based on  hierarchical systems, when decisions are made on sub-systems witch result of the decomposition. 

2.3 Computing time 

The scheduling system has to be able to provide an indication on the necessary time to reach the optimal solution. Indeed, so that the operator can keep the progress of the computing algorithm, it is necessary that the algorithm gives him the result in a reasonable time. This problem is exactly one of the inconveniences of actual scheduling tools that don't give any indication on the algorithm computing time. 
3. Scheduling Methods 

The objective of scheduling system is to organize in the time, the realization of interdependent tasks considering constraints on time and resources. The scheduling method must generally reconcile a static aspect related to the production planning, with a dynamic aspect related to real time decisions considering the efficient state of tasks evolution. 

Actually, several methods are proposed for resolving scheduling problems. They are generally based on automatic resolution algorithms. Two big classes can be differenced: 

3.1 Optimization methods

In the context of real production systems, performances can be evaluated according to some criteria such as costs (stocks, pre-emption, raw material…). Charges (machine, operator,…), times (waiting, stays in the shop,…) etc. The optimization criteria are often obtained from combination of elementary criteria. 

Once criteria are determined, the scheduling function objective is to establish the best production planning that can be obtained according to these criteria. 

Several methods have been developed but none of them can assure the efficiency better than the others in all cases. They are two classes of methods; exact methods so called optimal and approximate ones called heuristics. 

3.1.1 Exact optimization methods
They allow determining the best exact solution of the problem (the global optimum) in a finished time. So we can find: 

· Methods based on graph theory. 

· Branch and bound method. 

· Methods by linearization. 

3.1.2 Heuristic methods

" A heuristic method is a technique that searches for a good solution (close to the optimum) in a convenient computing time, without ensuring the optimality of the result. "

Quality of a heuristic method is estimated by evaluating the gap between the heuristic solution and the optimal one. This one is often unknown. 

We can distinguish two classes: Classical heuristics and Meta heuristics. 

a) Classical heuristics

They are specially developed for resolving a specified kind of problems. However they have the main disadvantage to cannot be detached from the local optimum. It is particularly disagreeable for some kinds of solutions.

Among the most usual heuristics, we can find:

· Efe heuristic.

· Simple heuristic.
· Local search method or stochastic descent method.

b) Meta-heuristics

They have known a great success in resolving optimization difficult problems that haven’t been efficiently resolved by classical heuristics. The meta heuristic robestesse resides in its capacity to balance exploitation and exploration.The first consists in correctly exploit promised region in order to extract the best solutions. The second one attempts to explore as more as possible the research space in order to discover regions that may contain the best solution. 

A meta heuristic is an itterative process witch turns a subordinate heuristic by combinaison of different intelligent concepts for research space exploration and using apprenticeship strategies of information structures in order to efficiently extract solution close to optimum.
3.2 A bref survey on usual meta-heuristics

3.2.1 Priority rules methods
A solution is built by simulating tasks evolution. Conflicting tasks on shared resources are placed in a waiting file. While a resource is free, conflicts on shared resources are managed with classical priority rules such as FIFO, LIFO or other sets of heuristic rules specifically built for the problem to solve. This approach can be used in order to realize an estimable scheduling system by simulation or like a choice procedure for real time decision.

3.2.2 The stochastic descent method

The main idea of the algorithm is to choose an element Y, in the neighborhoods of X witch improve the objective function. The algorithm stops when it doesn't exist any element of the research space that may improve the objective function. 

The major inconvenient of this method is that it quickly converges toward a local optimum (rarely global) that has bad quality in general. 

3.2.3 The kangaroo method
This method is a particular case of the stochastic descent method. It has been developped  in order to avoid some difficulties that appeare as the local optimum. If in a  neighborhood V (used in the descent) the cost of the actual state remains constant during some iterations N, we  make an unfavorable transition in a neighberhood W, after we practice a new stochastic descent. Jumps realized by this method allow the algorithm to leave from intervals containing a local optimum. 

3.2.4 Neuronal networks method 

Neuronal networks realize tasks in a similar methodology as a human being, by parallel processing of partial information with several heuristics, using some intermediate and less reliable solutions than ones having verified all the possibilities. However, the first solutions have the advantage to be identified more quickly. 

Neural networks are now used for various applications, as resource optimization and production scheduling.

3.2.5 Artificial intelligence method

Artificial intelligence proposes several techniques for knowledge reorganization and structuring, with considering dynamic aspects of production scheduling. Indeed, knowledge based systems have been proposed to improve resource flexibility, in particular their capacity to adjust themselves to production changes. 

3.2.6 TABOO search Method

This iterative and general method consists in a set of rules and mechanisms which role is to control and drive an intern heuristic. Its main particularity is the use of one or several memories, in order to keep the progress of each process. This memorized information will serve to forbid the exploration of a neighborhood already explored, and to avoid falling in a closed cycle that can conduct to a local optimum often different of the general one.
4.Genetic algorithms 

4.1 Definition 

Genetic Algorithm was firstly invented by John Holland (1975) and his associates as the University of Michigan in the 1960s. He is generally regarded as the father of GA although he did not give the process its name. GA is inspired by the mechanism of natural selection, a biological process in which the rule is "the fittest will survive ". It weeds out the bad and tends to produce more of the good individuals. Not only this produce more good solutions but butter and butter solutions. This is because it combines the best traits of parent "individuals" to produce superior "children". This combination operator is called crossover. The tern G.A  derives from fact  that  individuals are represented as strings of bits analogous to chromosomes and genes. In addition to recombination by crossover, we also throw  in random mutation of these bit-strings every so often. This prevents the G.A from becoming trapped in finding good but non-optimal solution. 

 GA is inspired by the mechanism of natural selection where stronger individuals are likely to be the winners in a competing environment. G.A uses a direct analogy of such a natural type of evolution. G.A presumes a potential solution as an individual, which can be represented by a vector. This idea is familiar to biological applications, which can be termed as the genetic structure of chromosome. Throughout the genetic evolution, starting from a population of chromosomes, some fitter chromosomes tend to yield good quality offspring, and this means better solution to a problem.

4.2 Chromosome syntax representation and population initialization

Representation of chromosomes is a crucial part of G.A applications. In Holland's work, chromosomes are usually represented in binary strings. However, when problems are related to a practical environment, binary encoding is not appropriate. 

Permutation representation and random keys representation are two of the most widely used methods to represent chromosome syntax for scheduling types of problems (Goldberg, 1989). The F.M.S  problem also involves another problem, which is machine assignment.

4.3 Initial population generation

The population initialization technique used in this GA solution is a random real-number initialization. The procedure creates a starting population of GA filled with randomly generated real-number strings and permutation.

In our case, the initial population is formed by the  6 type parts and the 4 resources given in paragraph 5. Each type part is characterized by a set of variables (chromosomes) witch are real numbers and can be: the type of the product, the job, number of failures on different resources, operating time of the following operations, residual operating time, of each process, state of buffers and so forth.  

4.4 Evaluation and fitness

 An evaluation function plays a role similar to that which the environment plays in natural evolution, and it rates chromosome in terms of fitness. The multi-objective function of the F.M.S scheduling model represents the minimization of time spends in processing a number of jobs. Even the F.M.S is modeled by a high level Petri nets, the evaluation function is based on the specific Petri nets equation given in follows: 

M’= M+C(p,t)*D

When C(p,t) is the incidence matrix and D the set of transitions fired by M.      

4.5 Parent selection  

The purpose of parent selection in GA is to choose parents and create offspring for subsequent generation in the population.

4.6 Genetic operators

The genetic operators used in this GA are namely, reproduction, crossover and mutation. Reproduction is a process of parents creating offspring in natural life. Offspring are normally different from parents due to the genetic information exchange process, e.g., chromosome crossover. However, in GA, the reproduction process is merely a simple copying activity, which passes the parents genetic information to the offspring. The offspring carry the identical information as the parents and are exactly the same as the parents. This process facilitates the inheritance and extension of the outstanding individuals to the subsequent generations; genetic information of inferior individuals will also be advanced to the offspring. The reproduction process is not carried out all individuals. It usually acts is a complementary process of crossover activity and the offspring are either created by reproduction or crossover. Crossover is an extremely important component in GA as it is responsible for searching through the solution space. In our solution, a one-point order crossover is employed. The mechanism of single-point order crossover is depicted in Fig.1. Mutation reintroduces diversity into the population when a bit has accidentally taken on a single value everywhere. This prevents the solution from converging to some local optimal solutions, there by the global optimal solution can be obtained. The inversion mutation method as proposed by Goldberg (1989) is applied to overcome this problem. Two positions are randomly selected within the chromosome and the order of the sub-string between these two positions is inverted.

[image: image1.wmf]The G.A  programme  terminates after it has run for a pre-defined  number of generations or a  solution  located. In our problem, the algorithm will be stopped when all the processes are finished.    
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5. Problem description

A simple manufacturing cell composed of three machines and a robot is sketched in Figure 2, the machines are denoted by M1, M2 and M3. IN represents a conveyer bringing the parts while OUT a conveyer for auto going parts. Let for simplicity, all parts follow the same path from IN to M1, from M1 to M2, from M2 to M3 and from M3 to OUT.

The six types of products manufactured in the cell are given by the following:

A: IN(M1(M2(M3 (OUT(IN.

B: IN(M1(M2(M3 (OUT( M2 ( M3(IN.

C: IN(M1(M3 (OUT( M1(M2(M3 (IN.

D:IN(M1(M2(M3(M1(M2(M3(OUT(IN
E: IN(M1(M2(M3(OUT (M1 ( M2 (IN.

F:IN(M1(M3(OUT(M2(M3(M1(M2(IN

( : Means that the robot moves X to Y. 

(: Means that the part is moved otherwise.

The scheduling algorithm has to manage shared resources in the cell, in order to minimize the MAKESPAN (global scheduling time). Our approach consists in resolving conflicts on shared resources by using a genetic algorithm.

Petri Nets have been recognized to be an appropriate tool for modeling concurrent processes, conflicts, synchronizations and shared resources. 

A well-formed Petri nets model is built for all the type parts (A,B,C,D,E,F,G) separately and for the global processes, and the GA is applied on the whole of sequences in conflict. The best solution is valued according to the chosen criteria (the MAKESPAN). 

6. Simulation results 

	Iterations Nbr
	
	Machines Nbr
	Mean processing time
	Mean productivity

	10
	Full flexibility
	1
	774
	0.69

	
	
	2
	520
	1.2

	
	
	3
	519
	1.71

	
	Partial flexibility
	3
	503
	1.62

	15
	Full flexibility
	1
	762
	0.76

	
	
	2
	515
	1.26

	
	
	3
	505
	1.83

	
	Partial flexibility
	3
	509
	1.70

	20
	Full flexibility
	1
	736
	0.66

	
	
	2
	504
	1.32

	
	
	3
	501
	1.87

	
	Partial flexibility
	3
	500
	1.75


7. Conclusion  and comments 

If   we compare the simulation results of the two kinds of functioning  ( full and partial flexibility ),   we can do some remarks:

1. The genetic algorithm  is a rather  adaptative algorithm with any change of his environment  like failure on machines, market requirements…

2. If  cycles number increases, all the parameters improve. Indeed, the space of research increases and allows the algorithm to find the global optimum.

3. When the shop is full flexible, the results are better  than them corresponding to partial flexibility. Indeed, the G.A can realize a compromise between data exploitation and space research exploration.

The population size have an important effect on the makespan ( realization time of the complete process ).

When a machine is broken down, operations are reallocated to an other machine with can realize them. Then conflicts number increases and waiting states become more important, so that will increase the makespan.
In absence of a row material, corresponding to a part type, the ratios will be modified, consequently, the productivity  will be reduced.

The optimal sequence research by the GA have given some important results compared with the other methods like taboo search. Some problems have to be considered, specially a best adaptation of genetic operators according to the characteristics of F.M.S problem.  
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Figure 1: The mechanism of single-point order crossover
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