Estimating Effort of Incremental Integration Software Testing and Design Metrics
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Abstract: - Estimating effort is an important component of planning software engineering tasks. Preventive incremental integration software testing is one of such tasks. In the moment when this testing begins software design already exists and can be used in effort estimating. Seven design metrics already proposed in the literature on software engineering have been selected in this paper in order to analyze their applicability to estimating effort of incremental integration testing. A number of programs has been developed to collect the data needed for this analysis. In addition, the conditions under which these data have been collected are shown. Based upon the data, the metrics have been analyzed by using the correlation between each of the metrics and the actual effort spent on this testing. The results point to best metrics to be used for the estimation purpose.


1 Introduction

Estimating effort is an important component of planning in software engineering [20], [9]. It is important when a software project is considered as well as when a separate task of the project is treated. The generic task of software testing is an example of such a task. Estimating effort helps in determining the calendar time of the task, predicting the cost of the task and refining the task’s budget.

The task of software testing can further be decomposed into the levels of testing [17], [19], [24]. Unit and integration testing are two lowest levels of testing. According to experts [17], for software developed through procedural paradigm the best way to perform unit and integration testing is to consider them as an integrated level of incremental integration testing. A program is built through a process of creating the program’s increments in incremental integration testing. A new increment is created in each step by adding a new unit to the previous increment. This new increment and its interfaces are in the focus of testing. After testing and correcting this increment, a new increment is created until the complete program is formed. In this creation, when we say “a unit”, we mean a software element not further decomposed into the other elements.

The prevention strategy of testing as defined in [6] is proclaimed to be the most advanced testing strategy that should be practiced. Testing
is seen in parallel with software development and the beginning of testing is shifted towards the beginning of software development. In addition, testing activities are defined analogously to software development activities. They include test planning and test design as the activities that precede test execution. Finding software problems during testing is shifted towards test planning and test design instead of leaving them for test execution only. In the context of incremental integration testing the earliest moment when this testing can begin is the moment when engineers finish software design.

Estimating effort of preventive incremental integration testing is considered in this paper. Since software design already exists in the moment when this testing begins, estimating effort is related to design metrics that can be directly derived from software design. The problem of estimating effort of incremental integration testing has not been enough studied in the previous work on software testing. The exception is given in [13] and [15] where two metrics for estimating effort of incremental integration testing have been proposed: estimated number of tests and number of units. The other previous approaches are focused on:

1. unit testing ([10], [7], [20], [3] and [23], among others),
2. system testing ([16], [21], [5], [2], [22], [17], [8] and [25], among others), and
3. consider testing within a software project without distinguishing the levels of testing ([19] and [20], among others).

In order to analyze the applicability of design metrics to estimating effort of preventive incremental integration testing a number of software design metrics that has already been proposed in the literature on software engineering is selected in this paper (Section 2). The applicability is analyzed by computing the correlation between a metric and the actual effort spent on this testing. To collect the data needed for this computation a sequence of example programs has been developed. Incremental integration testing has been included in this development. A special methodology, the ITeM methodology [13], has been used during this testing. The use of the ITeM methodology determined the conditions under which the data used for the correlation computation have been collected (Section 3). The estimation capabilities of the metrics seen through the correlation are further computed (Section 4) and the most promising of them chosen (Section 5).

2 Design Metrics

Four criteria have been set in selecting the design metrics to be included in the analysis of the applicability to estimating effort of incremental integration testing:

1. metrics should be taken from the literature on software engineering (already proposed),
2. metrics should already be mentioned in the context of software testing or software modifications,
3. metrics should be directly derived from software design and
4. metrics should be appropriate for incremental integration testing.

The third criterion requires further explanations. The starting point for the design metric consideration is the standard presentation of software design [20], [4]. This presentation includes a structure chart with couples and the corresponding detailed design of units shown in the form of PDL (Program Design Language). The design metric consideration excludes any special presentations of software design. The presentation with loops and decisions within a structure chart is an example of such a special presentation. This special presentation has been introduced in [11] to extend the cyclomatic complexity metric into the design level. In addition, the third criterion about the metrics directly derivable from software design means that it is enough to go through design to capture a metric. Special computations, like the computation of cohesion of units with data flow analysis between statements of a unit [3], are excluded.

Starting from the enumerated criteria, the set of metrics for the analysis of their applicability to estimating effort of incremental integration testing has been defined:

1. the number of lines of PDL derivable from the detailed design of units – LOP (Lines of PDL),
2. cyclomatic complexity of units [10] – CC,
3. the \((f_1 \ast f_2)\) metric introduced in [7] - \(F2\),
4. the LOP \( *(f_i \cdot f_o)^2 \) metric inspired by [7] - LF2,
5. the modified quantification of coupling introduced in [3] – MCp,
6. the estimated number of tests proposed for estimating effort of incremental integration testing in [13] and [15] – ENT, and
7. the number of units in a structure chart, the direct chart metric [20] already proposed for estimating effort of incremental integration testing in [13] and [15] – NU.

The LOC metric (Lines of Code) is a standard metric used in estimating effort in software engineering especially in software project effort estimation [20]. It is also used in estimating effort of smaller tasks of software engineering that are assigned to a single software engineer as is defined in Personal Software Process – PSP [9]. Independently of the task dimension, the number of LOC is estimated first. Then, based upon this number and the historical data collected from previous similar tasks, the task’s effort is estimated. The LOP metric is included analogously to the LOC metric. Since detailed software design already exists in the moment of planning incremental integration testing, finding the number of LOP is easy as it can be directly derived from this design.

Cyclomatic complexity is a well-known metric that describes the complexity of units starting from the number of conditions of code [10]. It is considered in the context of unit testing. It has been shown that units with higher cyclomatic complexity are less reliable than those with lower cyclomatic complexity. The number of 10 can be taken as an approximate limit. Although cyclomatic complexity has originally been proposed as the code metric, it can be applied to detailed software design presented in PDL. Because of that, cyclomatic complexity of units is included in the set of metrics potentially suitable for estimating effort of incremental integration testing.

The starting point for the introduction of the \( *(f_i \cdot f_o)^2 \) metric and the LOP \( *(f_i \cdot f_o)^2 \) metric is the work presented in [7]. Both the metrics are based upon the values that describe how much a unit is connected with other units within a structure chart: fan-in \( f_i \) and fan-out \( f_o \). Fan-in gives the number of units that call the unit in the focus of consideration. Fan-out gives the number of units called by the unit in the focus of consideration. The definitions of \( f_i \) and \( f_o \) cover not only the direct connections between units but the indirect connections, too. The indirect connections are those that use global variables. It has been shown that there is the strong correlation between the number of changes of units and each of the proposed metrics. An increase in each of the metrics leads to an increase in the number of changes. LOC \( *(f_i \cdot f_o)^2 \) was the second original metric proposed in [7]. A modified version of this metric - LOP \( *(f_i \cdot f_o)^2 \) is included in our set of metrics suitable for estimating effort of incremental integration testing. The motivation for this inclusion is the same as for LOP.

The quantification of coupling introduced in [3] starts from the number of \( m \) computed as:

\[
m = \text{idc} + 2 \cdot \text{icc} + \text{odc} + 2 \cdot \text{occ} + f_o + f_i \quad (1)
\]

In this formula, \( \text{idc} \) denotes the number of input data couples, \( \text{icc} \) denotes the number of input control couples, \( \text{odc} \) denotes the number of output data couples, \( \text{occ} \) denotes the number of output control couples, \( f_o \) denotes fan-out and \( f_i \) denotes fan-in. The data couple computations take care about the direct and indirect connections. The quantification of coupling is defined as \( C = 1 / m \). The higher \( C \) corresponds to the better unit from the coupling point of view. Such a unit is easier to modify. The number of \( m \) is included in the set of measures potentially suitable for estimating effort of incremental integration testing because the effort needed for testing a unit is directly proportional to the \( m \) number of the unit. We call this \( m \) number the modified quantification of coupling MCp.

The estimated number of tests is the metric originally proposed for the use in estimating effort of incremental integration testing in [13] and [15]. It is computed as:

\[
\text{ENT} = 9 \cdot (\text{idc} + \text{odc}) + 3 \cdot (\text{icc} + \text{occ}) + f_o + f_i + n_{sf} \quad (2).
\]

The elements \( \text{idc}, \text{odc}, \text{icc}, \text{occ} \) and \( f_o \) have the same meaning as in (1). The term \( n_{sf} \) denotes the number of special features for testing identified in a unit besides functions and interfaces. The
performance of a unit is an example of such a feature. Incremental integration level of testing is divided in phases when the ENT metric is used. Three phases are preparation for testing, the core of testing and reporting on testing. The ENT metric is proposed for estimating effort of the first two phases: preparation for testing and the core of testing. First experimental results with this metric showed the correlation of 0.91 between this metric and actual effort spent in the first two phases of incremental integration testing.

The last metric included in the set of metrics potentially suitable for estimating effort of incremental integration testing is the number of units in a structure chart (NU). This simple metric directly describes the dimension of integration in incremental integration testing. It is proposed as the metric to be used in estimating effort of the third phase of incremental integration testing, reporting on testing, in [13] and [15].

All the enumerated metrics meet the previously defined criteria of selection. LOP and cyclomatic complexity are appropriate for unit testing. The number of units is appropriate for integration testing. From the general point of view, the metrics F2, LF2, MCp and ENT are appropriate for incremental integration testing.

3 Data Collecting
To analyze the applicability of the metrics to estimating effort of incremental integration testing we have developed a number of programs. The programs have been written in C. The development included incremental integration testing. During incremental integration testing the data on the actual effort spent on this testing and the other useful data have been collected. In performing incremental integration testing, a special methodology, the ITeM (Incremental Integration Testing Management) methodology [13], has been used. The ITeM methodology is a way of how the various elements necessary for planning and tracking incremental integration testing can be gathered together in one place to direct software engineers during this testing. The brief presentation of doing incremental integration testing when the ITeM methodology is used follows.

The first step to do during incremental integration testing is to plan this task starting from the already created software design. Test planning includes eight steps: 1) determining the features to be tested, 2) identifying the goals of testing, 3) identifying the management constraints, 4) identifying the resources at the disposal, 5) creating the partial plan, 6) estimating, 7) scheduling and 8) planning for the purpose of tracking.

Functions and interfaces of an increment in the focus of testing are the first features identified for testing. Some special features, performance for example, are further identified. Functions are elaborated next and the detailed features for testing are identified. The detailed features are input conditions and their attributes as they are defined in [18]. The input sequence of characters and its length are some examples of input conditions and attributes.

The ITeM methodology allows several different goals of testing to be set for incremental integration testing. The least set of goals of testing requires that the detailed features are covered by tests and that all the problems found in one activity of testing, test planning for example, are resolved before going to the next activity, test design for example. These goals of testing correspond to the completion criteria of testing. The testing task is completed when the goals of testing are met.

The identification of management constraints answers the question if there is a deadline and/or the restricted number of engineers set for the task of testing or there are no special management constraints on time and people required for the task. The identification of resources answers the question of how many software engineers are assigned to the testing task.

The partial plan creation means breaking down the starting task of incremental integration testing into activities across several levels until elementary activities are reached. Each elementary activity is assigned to a single engineer. There are two bases in the partial plan creation:

1. the process model of incremental integration testing defined as a component of the ITeM methodology in [13] and [14] and
2. the design of a program to be tested.

At the first level, the task of incremental integration testing is broken down into three activities that correspond to the phases of the
process model: preparing for testing, the core of testing and reporting on testing. The first activity of preparing for testing is further broken down into three main activities: test planning, test design and coding. Coding is included into the activities of incremental integration testing when the ITeM methodology is used as it is tightly connected with them. In addition, preparing for testing includes the activities of solving problems found in the main activities, problems found in the input software design during test design for example, and the activities of replanning that follow after solving problems. The corrective activities (the activities of solving problems) are included if they are necessary. The places for these activities are reserved in the initial partial plan. That means that finding problems in the input software design is assumed in the initial partial plan creation. This is in accordance with the main aim of testing: finding problems. When we say a problem, we mean any event occurring during testing that requires further investigation.

Test planning, test design and coding consider the program to be tested as a whole. If test design is taken, this means that all the increments must be tested and corrected completely before the core of testing of the next increment begins. The activity of reporting on testing is not further broken down. This activity includes: finding the relationship between the plan and its performance, reporting on problems, forming the data histories and collecting test products for the future use.

In estimating effort of incremental integration testing, the ENT metric is used for the phases of preparing for testing and the core of testing and the NU metric is used for the phase of reporting on testing. The ENT metric is separately computed for all the units first and then summed across the units. Based upon the ENT metric, the NU metric and the corresponding data histories, the effort estimations are computed for the three phases. The effort estimated for preparing for testing is further distributed across the main activities and the corrective and replanning activities, also based upon the data histories. In order to do this distribution, it is necessary to record the effort spent on the separate activities of this phase during the previous testing tasks. The effort estimated for the core of testing is further distributed across the activities of increments proportionally to the ENT metric of each unit.

Starting from the partial plan, the plan’s activities and their effort estimations are assigned to days and weeks in scheduling. In the same time, the management constraints are respected as close as possible. Planning for the purpose of tracking includes earned value planning and planning of milestones.

After the plan for the task of incremental integration testing is created in the test planning activity, the task’s performance begins following the plan. The tests for all the increments are designed and all the units are coded. If problems are found in the input software design during test planning or test design, they are solved and the input software design is modified appropriately. Then replanning follows. In this way, the input software design is refined before coding. After the phase of preparing for testing is finished, the increment core of testing begins. Finally, after the completion of testing the last increment, the report on the task of incremental integration testing is made.

ITeM is a flexible methodology that offers various options: different goals of testing to be set for a task and different numbers of engineers assigned to the task, among others [13]. The following options of the ITeM methodology have been selected in incremental integration testing the programs considered in this paper:

1. the least set of testing goals has been set,
2. one software engineer has been assigned to the testing task,
3. no management constraints have been defined and
4. the ENT metric and the NU metric have been used in estimating effort of testing.

In addition, the method of equivalence partitioning and the method of boundary value analysis [17] have been used in designing tests for testing functions of units.
The data on the actual effort spent on incremental integration testing the programs have been collected under the previously shown conditions. These data have been originally used to confirm the applicability of the ENT metric and the NU metric to estimating effort of incremental integration testing [15]. It has been shown that the square of the correlation between each of the two metrics and the actual effort spent on the appropriate phase of incremental integration testing is greater than 0.7 and that the likelihood of finding the correlation by chance is less than 0.05.

The same data as in [15] have been used as the starting data in the analysis of the applicability of the metrics introduced in Section 2 to estimating effort of incremental integration testing. The actual effort spent on incremental integration testing includes the actual effort spent on determining the ENT metric and the NU metric among various terms when the ITeM methodology is used. Since the ITeM methodology requires the detailed tracking of performing the testing task, it is possible to separate the actual effort spent on determining these metrics from the rest of the effort. Thus, the actual effort spent on incremental integration testing without the determination of metrics can be obtained. After we computed this value, we determined the other proposed metrics besides ENT and NU for the programs considered and recorded the actual effort spent on the determination of each metric. Then, by summing the actual effort spent on testing without the metric determination and the actual effort spent on determining a particular metric we obtained the actual effort spent on incremental integration testing for each metric.

The differences among the actual efforts spent on incremental integration testing a single program for different metrics are small. They are less than 1.6%. This result is expectable since the determinations of metrics are similar. To determine each of the metrics it is necessary to go through the program's structure chart and/or the corresponding detailed software design. It is necessary to go through the detailed software design of units presented in PDL to compute LOP and cyclomatic complexity. Then the sum of the metrics of all the units is made. It is necessary to go through the structure chart to compute F2, MCp and NU. At last, it is necessary to go through the structure chart and the detailed design to compute LF2 and ENT.

At last, the task of incremental integration testing has been considered in its completeness in the analysis of the applicability of the metrics to estimating effort of this testing. In other words, the effort spent on all the three phases of incremental integration testing has been taken into account as a single value. The results of this analysis are presented in the next section.

4 Comparison Results
The data on the metrics and the effort spent on incremental integration testing collected on the sequence of programs developed in C are shown in Table 1. The effort is equal to the effective duration of the testing task since one engineer has been assigned to the task. It is given in minutes. Incremental integration testing has been performed in accordance with the ITeM methodology and under the conditions presented in the previous section. Thus, the effort presented in Table 1 include the determination of the ENT metric and the NU metric. The efforts for the other metrics are not given although they are computed and used in the correlation computations. They are not given since they are very similar to those shown in Table 1. For example, for the program named Cyclomatic Complexity Meter the effort goes from 1448 minutes for the NU metric to 1470 minutes for the LF2 metric. In addition, the formulas given in Section 2 have been used in computing the metrics of separate units in increments. Then the sum of the metric numbers across all the increments has been created for each metric. The exception is the NU metric that corresponds to the number of units of a structure chart.

To analyze the applicability of the metrics to estimating effort of incremental integration testing the correlation between a particular metric and the actual effort spent on this testing has been computed as well as the likelihood of finding the correlation by chance. The results are shown in Table 2. Correlation represents the measure of the linear relationship between two variables. If the existence of the linear relationship is confirmed, it is possible to estimate the second variable based upon the first variable and this relationship. This analysis of the applicability of metrics to
estimating effort of incremental integration testing is done in accordance with the suggestions given for PSP [9]. If the square of the correlation of two variables is greater than 0.7 or greater, and the likelihood of finding the correlation by chance is less than 0.05 or less, then the metric is suitable for estimating effort [9].

Table 2 shows that the best effort estimation of incremental integration testing is obtained when the ENT metric is used. It can be expected since the ENT metric has originally been proposed for the estimation purpose [15]. The other metrics can be divided into three groups. LOP, NU and MCp form the first group. They give the similar squares of the correlation: 0.786, 0.780 and 0.780 respectively. Among these metrics, the NU metric can be computed most easily.

Table 2 Correlations and significance values

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correlation</th>
<th>Square of the correlation</th>
<th>Likelihood of finding the correlation by chance</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOP</td>
<td>0.886</td>
<td>0.786</td>
<td>0.00259</td>
</tr>
<tr>
<td>CC</td>
<td>0.869</td>
<td>0.755</td>
<td>0.00388</td>
</tr>
<tr>
<td>F2</td>
<td>0.832</td>
<td>0.692</td>
<td>0.00765</td>
</tr>
<tr>
<td>LF2</td>
<td>0.842</td>
<td>0.709</td>
<td>0.00650</td>
</tr>
<tr>
<td>MCp</td>
<td>0.883</td>
<td>0.780</td>
<td>0.00279</td>
</tr>
<tr>
<td>ENT</td>
<td>0.921</td>
<td>0.848</td>
<td>0.00092</td>
</tr>
<tr>
<td>NU</td>
<td>0.883</td>
<td>0.780</td>
<td>0.00280</td>
</tr>
</tbody>
</table>

When the most precise estimation for incremental integration testing is needed, the ENT metric should be used. When an acceptable estimation and the minimum computations are needed, the NU metric should be used. At least, this conclusion can be accepted under the conditions shown in Section 3 and for the programs given in Table 1. Even if the conditions are not met, the proposed metrics should be used, as it is a better solution than to have no estimation at all.
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