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Abstract: - This paper deals with the design of single fuzzy neural network (SFNN) with sliding mode control 
(SMC) systems by using the approach of sliding mode control. The fuzzy sliding mode control (FSMC) in the 
system guarantee the state can reach the user-defined surface in finite time and then it slides into the origin along 
the surface. The key idea is to apply parameters of the membership function of the fuzzy rule base are self-tuning 
with neural network (NN). They will change according to some tuning scheme. The initial fuzzy membership 
function can be given by human experts, and it is tuned automatically by the tuning scheme so as to eliminate the 
chattering effect of the system. Next, we will apply the single fuzzy neural network with sliding mode controller 
(SFNNSMC) to a nonlinear mobile robotic system. At last, experiment results show the feasibility of the method 
that used to verify the effectives and robustness. 
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1   Introduction 
In classical control theory, the controller is designed 
based on the mathematical model of the system. 
However, the mathematical model of the system is 
hard to know. So it is not easy to design a 
model-based controller to control these complex and 
ill-defined system. Fortunately, human knowledge 
can do well in dealing with this kind of problem. It is 
well known that fuzzy logic provides a systematic 
procedure to transform a knowledge base into a 
practical control strategy. Particularly, fuzzy control 
shows its powerful capability in complex systems 
with ill-defined processes, or systems lack of 
knowledge of their dynamics. However, the design of 
fuzzy controllers is time-consuming and 
experiment-oriented and requires the knowledge 
acquisition, definition of the controller structure, 
definition of rules, and other controller parameters. 
So, one important issue in fuzzy logic systems is how 
to reduce the number of involved rules and their 
corresponding computation requirements [1-2].  

It is important the fuzzy membership functions 
are updated iteratively and automatically, because a 
change in fuzzy membership functions may alter the 
performance of the fuzzy controller significantly. 
Several algorithms of tuning of the fuzzy 
membership functions have been proposed in [3-4]. 
These algorithms have an important characteristic of 
global tuning of the fuzzy membership functions and 
that most of them need off-line preprocessing. 

The fuzzy techniques have been widely applied 
to the systems with uncertainties. Recently, 
researchers have utilized the fuzzy techniques 
together with the sliding mode control for many 
engineering control systems [5-7]. In [5], the sliding 
mode control schemes with fuzzy system are 
proposed with the uncertain system function is 
approximated by the fuzzy system. The fuzzy control 
rules based on the sliding function and the derivative 
of the sliding function are constructed in [6]. The 
complexity of the fuzzy SMC is increased quickly as 
the number of sliding functions increases. The 
technology that combines or fuses the 
neural-network theory with the fuzzy reasoning is 
being watched with keen interest [10]. 

In this paper, an SFNNSMC position control is 
investigated, in which the SFNNSMC is utilized to 
estimate the bound of uncertainties real-time for the 
position control and tracking control system. The 
inputs of the SFNNSMC are the switching surface, 
and the output of the SFNNSMC is the estimated 
bound of uncertainties. If the uncertainties are absent, 
once the switch surface is reached initially, a very 
small positive estimated value of bounded of 
uncertainties would be sufficient to keep the 
trajectory on the switching surface. We also apply it 
to controlling a mobile robot driven by two 
independent wheels. The mathematical model of 
mobile robot system is not completely known. But, to 
measure some physical parameters, e.g., viscous 
friction factor and moment of inertia around the 
center of gravity for the robot, so that the SFNNSMC 
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which is not based on the mathematical model is 
recommendable for this subject. 

The rest of the paper is divided into five sections. 
In Section 2, the systems are described. In Section 3, 
the adaptability complexity hybrid fuzzy 
sliding-mode control is presented. In Section 4, the 
proposed controller is used to control a mobile 
robotic system. Finally, we conclude with Section 5. 
 
2 Single Fuzzy Neural Network with  

Sliding Mode Controller 
2.1 Signed Distance Fuzzy Logic Control 
In this section, the idea of [8] named the signed 
distance is used, and the feasibility of the present 
approach will be demonstrated. The switching line is 
defined by: 
                1:  0s x c x+ =�                               (1) 
First, we introduce a new variable called the signed 
distance. Let ( , )P x x�  be the intersection point of the 
switching line and the line perpendicular to the 
switching line from an operating point 1 1( , )Q x x� , as 
illustrated in Fig. 1. Next, ds is evaluated. The 
distance between ( , )P x x� and 1 1( , )Q x x� can be 
given by the following expression: 
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The signed distance ds is defined for an arbitrary 
point 1 1( , )Q x x�  as follows: 
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For the switching line is chosen as 
              1 1 2s c x x= +                                               (5) 
By taking the time derivative of both sides of (5), we 
can obtain  
            1 1 2   s c x x= +� � �                                            

1 2 ( ) ( )c x f b u d= + + +x x                      (6) 
Then, multiplying both sides of the above equation 
by   gives 
              1 2 ( ) ( )ss sc x sf sb u sd= + + +x x�               (7) 
Here, we assume that ( ) 0b >x . In (6), it is seen that   
increases as   increases and vice versa. Equation (7) 
provides the information that if s>0, the decreasing   

u will make ss�  decrease and that if s<0, the 
increasing u will make ss�  decrease.  

Hence, the fuzzy rule table can be established on 
a one-dimensional space of   as shown in Table 1 
instead of a two-dimensional space of x and x� . The 
control action can be determined by sd  only. Hence, 
we can easily add or modify rules for fine control. 
For implementation, the membership function of the 
input is triangular-shaped which are in the form of 

( ) max[1 ,0]
x m

xµ
σ
−

= − , where m is the center of 

membership function and σ is the width. The 
membership function of the output is singleton. The 
fuzzy rule base is as Fig. 2. The membership function 
of the fuzzy input and output is shown in Fig 3. 
 
2.2 The Neural-network-based Fuzzy Logic 

Controller  
We apply neural network to fuzzy logic controller. 
The neural network based fuzzy logic controller 
(NN-FLC) is a multilayer network. It combines the 
merits of fuzzy controller and neural network. It 
integrates the basic elements and functions of a 
traditional fuzzy logic controller into a connected 
structure that possesses the learning ability. The 
architecture of NN-FLC is show in Fig. 4. The 
NN-FLC contains five layers .The first layer is input 
layer and the fifth layer is output layer. In the second 
layer, nodes compute the degree of compatibility 
from the first layer, and connect to relative nodes of 
next layer. Nodes at the third layer are rule nodes 
which indicate the connection with fourth layer by 
fired rules. Nodes at the fourth layer are term nodes 
which is similar to the second layer, representing the 
membership function of the consequence label. 

The links between every layer represent the 
weight. The second and the fifth layer are full 
connected .The arrow of link indicate the propagation 
direction of the signal. There are two kind of function 
required in each node. One is summation of all inputs 
from the node of the previous layer. The function can 
be expressed as follows: 
     ),,,;,,,( )()(

2
)(

1
)()(

2
)(

1
l

n
lll

n
ll

input wwwuuuINode ⋅⋅⋅⋅⋅⋅⋅⋅=  (8) 

where l
iu  represents the input signal from previous 

layer, l
iw  represents the i-th link weight of the l-th 

layer, and n represent the number of the connected 
nodes. The other function is transfer function which 
denotes the output of this node. The function can be 
written as 
            ( )outputNode O I=                                          (9) 
The details of this network are described as follows: 
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Layer 1: 
This layer just transmits the value of the input signal 
to the next layer. So the function can be written as  
             1  and nI u O I= =                                        (10) 
We note that the link weight 1 1iw = . 
Layer 2: 
In this layer, we use triangular membership function 
to fuzzify the input signals that propagate from the 
previous layer. 
The function is 
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Where ijm  and ijσ are the convex vertex and the 
width of the triangular-shape function of the j-th term 
of the i-th input linguistic variable, hence the link 
weight 2

ijw  can be represented as ijm . 
Layer 3: 
Nodes at this layer perform the fuzzy AND operation 
and indicate where the output connected by matching 
rule. The function can be denoted 
        (3) (3) (3)

1 2min( , , , )  and nI u u u O I= ⋅⋅⋅⋅ =               (12) 
We note that the link weight 3 1iw = . 
Layer 4: 
Nodes at this layer sum up the contributions which 
have the same consequence from Layer 3 and 
perform fuzzy OR operation. The function can be 
denoted as 
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and the link weight  14 =iw . 
Layer 5: 
This layer executes the defuzzification. One selects 
the COA (center of area) method. The function can 
be denoted as 
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Where im  is the value of each singleton fuzzy output 
function of the i-th term of the output linguistic 
variable, hence the link weight can be represented as 

5
i iw m= . 

 
2.3 The Tuning Algorithm  
The back-propagation training algorithm is applied to 
this fuzzy system. We usually check the learning 
performance by the performance index(cost 
function )and minimize the error between desired and 
current output. The function can be written as  

         21= ( ( )- ( ))
2 dE y t y t∑                                     (15) 

In general, we minimize the function by the gradient 
descent method which is used to update the weight of 
the neural network. 
That is, the modified value can be represented as: 
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where η is the learning rate. 
For simplifying the tuning problem, we derive the 
tuning algorithm to Layer five only. In Layer five, the 
adaptive rule of the value im  is derived as  
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From (15) 
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Then the membership function can be written as: 
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In measuring the chattering of the system, β is 
defined as follows:  
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where T is the sampling time. Because yd  is unknown, 
we replace ( yd - y) by (0-β ), and then (22) can be 
represented as  
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3 Model of a mobile robot 
Let the mobile robot with two independent driving 
wheels be rigid moving on the plane. It is assumed 
that the absolute coordinate system O-XY is fixed on 
the plane as shown in Fig. 6. Then, the dynamic 
property of the mobile robot is given by the following 
equation of motion [11]: 

         r lI D l D lυ φ = −
ii

                                            (26) 

         r lM D Dυ = −
i

                                             (27) 
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    For the right and left wheels, the dynamic property 
of the driving system becomes 

        ,    = , i i i iI c ku rD i r lω θ θ+ = −
ii i

                        (28) 
where each parameter and variable are defined by  
(1) Iυ  : moment of inertia around the e.g. of robot; 
(2) M : mass of robot; 
(3) ,r lD D : left and right driving forces; 
(4) l : distance between left or right wheel and the e.g. 

of robot; 
(5) φ : azimuth of robot;  
(6) υ : velocity of robot; 
(7) Iω : moment of inertia of wheel; 
(8) c : viscous friction factor; 
(9) k : driving gain factor; 
(10) r : radius of wheel; 
(11) iθ : rotational angle of wheel; and 
(12) iu : driving input. 
The geometrical relationships among variables φ , υ , 

iθ  are given by  

           rr l lθ υ φ= +
i i

                                              (29) 

            lr l lθ υ φ= −
i i

                                             (30) 
From these equations, defining the state variable for 

the robot as [ ]Tx υ φ φ=   
i

. 
 
 
 4 Experiment of the Mobil Robot 

System 
The velocity and azimuth of the robot are controlled 
by manipulating the torques for the left and the right 
wheels. That is, the control system considered here is 
of multi-input/multi-output. In the SFSMNN with eυ , 

eφ , eυ
i

, and eφ
i

 as inputs, and with ru  and lu  as 
reasoning outputs. 
  From the property of a mobile robot with two 
independent driving wheels, the following relations 
are considered: 
           ru u uυ φ= +                                                 (31) 
           lu u uυ φ= −                                                  (32) 

where uυ  is the torque required for controlling the 
robot’s velocity by using the measurement of the 
robot’s velocity and uφ  is the torque required for 
controlling the robot’s azimuth by using the 
measurement of the robot’s azimuth. If uυ is 
generated from the SFSMNN1 with the velocity error 
eυ  and its rate as the inputs and uφ  is generated from 

the SFSMNN2 with the azimuth error eφ and its rate 
as inputs, then the learning controller for the velocity 
and azimuth of a robot. In this realization, the 
membership function in the antecedent for each 
SFNNSMC is fine-tuned by the connection weights 

1ω , 2ω , 3ω , and 4ω . 
The experimental mobile robot system used in 

this paper is shown in Fig. 7. It consists of a vehicle 
with two driving front wheels mounted on the same 
axis. The motion and orientation are achieved by 
independent actuators, e.g., each front wheel is 
driven by a dc motor. The displacement output of 
each motor was by a crude incremental encoder on 
the motor shaft. No pre-filtering was used to filter the 
noisy feedback signals. Velocity signals of the servo 
were obtained by differentiating the displacement 
outputs. The tracking controller was implemented in 
a PC 486. A 12-bit resolution D/A card and a 16-bit 
encoder care were used to transfer the control and 
feedback signals. Fig. 8 and Fig. 10 shows the 
response of angle and the state trajectory. 
 
 
5   Conclusion 
In this paper, the SFSMNN control system has been 
proposed to solve the position and tracking problem 
for a wheeled mobile base has been addressed. In 
order to cope with the unavoidable presence of 
uncertainties in the dynamical model and to 
guarantee the implementability of the controller, the 
proposed control law has been designed using single 
fuzzy neural network with sliding mode control 
techniques. The asymptotic boundedness of the 
tracking errors has been theoretically proved. It is 
shown that the proposed method is feasible and 
effective. 
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Fig. 1.  Derivation of a signed distance. 
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Fig. 3.  The block diagram of the SDFLC. 

 
 

 
Table.1 The fuzzy rule table 
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Fig. 4. The fuzzy adaptive learning control network    
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Fig. 5. The Structure of the SFNNSMC System 
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Fig. 6  A mobile with two independent drive wheels. 
 
 

 
 
Fig. 7. The photo of the experimental mobile robotic 
 
 

 
Fig. 8. The mobile robotic tracking line (y=x+100) 
 

 
Fig. 9. The mobile robotic tracking line  

(y = -60sin(x/13+π)) 
 

 
Fig. 10. The mobile robotic tracking line  

(y = -60cos(x/26+π)) 


