Source Interleaving Mitigation of Bursty Turbo Product Code 

Output Errors on GOES-R
,
 Performance

Donald P. Olsen, Charles C. Wang, and Dean J. Sklar

Communication Systems Engineering Department

The Aerospace Corporation

2350 E. El Segundo Blvd., El Segundo, CA 90245

Abstract: - GOES-R, planned for launch around 2012, is under concept development by National Oceanic and Atmospheric Administration (NOAA) of the United States.  It will be the first in a new series of geostationary (GEO) environmental satellites for providing greater capability for weather, atmosphere, climate, and ocean monitoring.  All the onboard sensors together may generate a combined raw sensor data (SD) rate of as much as 200 Mbps on the downlink after limited compression, while the global rebroadcast (GRB) data rate to the users after more extensive ground compression may be as much as 25 Mbps.  For NOAA’s GOES satellites, the protection of the transmitted data against channel corruption is critical.  NOAA has set stringent bit error rate requirements for its data streams.  This is especially true when the transmitted data is compressed as in this case.  In the presence of channel noise the forward error correction coding, which is necessary to minimize errors at the receiver and at the same time reduce the amount of satellite prime power necessary to transmit the higher data rate, tends to create bursty groups of errors.  This paper presents result on the statistics of bit errors within erred decoded blocks as well as the effectiveness of using source interleaving.  This is done to more uniformly distribute the bit errors so that no particular picture or data type is more degraded than others or so that the errors are spread uniformly across a sliding window of pictures.
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Introduction

The National Oceanic and Atmospheric Administration (NOAA) of the United States has been providing continuous weather imagery and data for the western hemisphere and much of the Atlantic and Pacific oceans using Geostationary Operational Environmental Satellites (GOES).  These sensors may provide a composite sensor data (SD) rate (with limited compression) of as much as 200 Mbps on the satellite downlink to the Wallops, Virginia, or other potential backup sites where ground processing is done.  This ground processing will generally include formatting, selection of data, and more extensive compression to provide roughly 25 Mbps by a satellite relay to the visible earth beneath the GOES East and GOES West satellites.  Wallops will transmit the GRB signal to GOES R satellite and GOES R will retransmit it with no processing to user ground equipments specifically designed for GOES R satellite signal reception, processing and display of data and images.


Figure 1 shows that SD satellite processing probably consists of formatting, compression, source interleaving, error correction coding, channel interleaving, modulation, and power amplification with processing consisting of low noise amplifier, down conversion, demodulation, channel deinterleaving, error correction decoding, source deinterleaving and decompression.


Electrical power is a scarce satellite commodity.  These SD processing steps are necessary to simultaneously meet acceptably low bit error rates without excessive satellite transmitter radio frequency power and thus satellite prime electrical power requirements and allocated channel bandwidth.


The science and research community at NESDIS has not yet specified how many erroneous pixels in a time frame or picture they can allow for the imager and sounder data but they are working on it.  At the same time we in the communications team are working in parallel with the compression community to find out what bit error rate (BER) is needed to provide appropriate quality data outputs from the decompression at both the Wallops and the user terminals.  
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Figure 1.  SD Transmission to Wallops, Reception

 And Data Processing


The current SD BER specification is 10-8 but there have been suggestions from NASA/GSFC that perhaps 10-10 may be needed because of past experience with bars of significant error propagation that follow use of the Rice decompression algorithm.  The GRB links BER specification is 10-6 but may need to be lower also.  However, these numbers are somewhat arbitrary and may not be appropriate for the above type of compressed data, communications equipment, and link configurations.  The GOES-R satellite system is currently in the systems study phase where communications suit parameters trade studies and studies on other concerns are in process.  We plan to provide a technical basis for the required BER on both the SD and GRB links.  


We will be studying three cases for source interleaving:  (1) within and across a single turbo block,  (2) across multiple turbo blocks within the same data frame or picture and (3) across multiple frames.


The previous paper by Charles Wang in this session has detailed some of the coding trade studies done by The Aerospace Corporation.
  These studies make use of a communications test bed constructed for the GOES-R program.  This includes at this time most of the items shown in Figure 1.  We will need to determine what the effects of burst errors on the decompressed data and if necessary how to mitigate them because nearly all error correction decoders create errors in bursts.  Trade studies are still in process for optimizing the source and channel interleavers.  


This paper focuses on the computer simulation work that is in progress to understand and quantify the turbo product code (TPC) decoder burst error characteristics and the mitigating effectiveness of the postulated source deinterleaver that is between the decoder and the deformatter/decompressor.  Of course, if a deinterleaver is added to the TPC decoder output, an interleaver placed between the data source compressor and the TPC encoder must compensate for this by providing the inverse function.


The approach to the analysis of burst error mitigation consists of first developing a software package to model the communications.  Selected compressed pictures or data frames supplied by the compression community will be processed through the software to fully test it including a preliminary assessment of picture quality without source interleaving.  The resulting files will be compared with their originals for various interleaver structures.


When the source interleaver has been optimized its configuration parameters will be used in a hardware interleaver that will be implemented in the test bed.  When the test bed is fully operational, real compressed data files supplied by the compression research teams at the University of Wisconsin, MIT Lincoln Laboratories, and City University of New York will be routed through it.  The decoded and deinterleaved files will be decompressed by their source organizations and compared with the input data or pictures to assess their acceptability in the presence of channel noise generated errors and deinterleaver-mitigated decoder burst errors.

2.
System Configuration
 


The signal processing shown in Figure 1 (excluding the compression and decompression) will be tested using a custom computer simulation.  Members of the compression community will perform the steps of compression, formatting, reformatting, and decompression.  


Dean Sklar of The Aerospace Corporation programmed the communications simulator in C++.  The development of the simulation tool involved the following steps.  First the modulator, the white Gaussian noise source for adding receiver noise, and the demodulator were programmed and tested.  This was followed by the addition of the TPC encoder and decoder per Figure 1 to obtain bit error rate results.  For the time being only the source deinterleaver and not the interleaver is implemented in software.  Random bits are loaded into the encoder.  They are compared bit by bit with the decoded bits to develop the BER curve.  The source interleaver is not needed as yet but will be later when real data is processed.  The TPC encoder and decoder software is the C++ Advanced Hardware Architectures (AHA) 4540 chip emulator.  The encoder converts an input block of 3906 compressed user bits into a 4906 coded bit block.

2.1 Interleaving


Interleavers are used in communications signal processing to redistribute the bit errors (from the occasional erroneous TPC block) uniformly over all blocks.  There are several types of interleavers.  They include the block,
 helical, hybrid,
 and convolutional or Ramsey
 types.
  The block interleaver is simplest to implement but requires 4 times the memory and creates twice the delay of the hybrid and convolutional interleaver.  For the first part of this burst error distribution analysis, we have implemented the block interleaver in software but will likely upgrade it in the test bed to a convolutional or hybrid hardware implementation since that will save memory and unnecessary complexity in the satellite.


The important parameters in an interleaver are the number of rows and columns.  In this application compressed data is loaded a row at a time, completing each row before starting the next row.  By convention the rows are loaded from left to right a row at a time starting with the top row and ending with the bottom row.  The unloading of the output of the interleaver is done from top to bottom, a column at a time starting with the left-most column and ending with the right-most column.  When the loading and unloading of a block is completed, the process repeats continuously.  


The deinterleaver undoes this process by reversing the order of rows and columns.  The decoded data is loaded from top to bottom, a column at a time starting with the left-most column and ending with the right-most column.  The output is unloaded from left to right a row at a time starting with the top row and ending with the bottom row.  The number of rows need be no longer than 3906, the TPC user bit block length.  


Initially we are studying the effectiveness of case (3) with the multi-picture/frame interleaver.  For purposes of this study we assumed that each frame would consist of 1536 by 1024 pixels of 13 bits per pixel.  We assumed a compression ratio of 2 to 1.  This led to a compressed frame size of roughly 107 bits.  Therefore in order to minimize the variation of TPC block bit errors over a frame the maximum row length would be no longer than 107 bits.  The following simulations are an attempt to determine the minimum acceptable dimensions of the interleaver.  While doing so we made sure each erroneous block started with the column location where it would start if all blocks were loaded into the interleaver.

3 Analysis and Results


The modulator and demodulator for the simulation software are BPSK for the time being.  They will be upgraded to 8PSK for GRB and 16QAM for SD for the next series of simulation runs.  The TPC was simulated using the AHA C++ code which is bit wise functionally the same as their 4540 chip.  The code was configured for a 0.938 code rate with a 3906-bit user data block and a 4096 bit coded data block.  The latter number includes the redundant bits needed for error correction as discussed in Charles Wang’s paper.  The simulations obtained thus far are for a decoded BER of 10-7 that corresponds to an Eb/No of 6.25 dB for BPSK.  


Random data is loaded into the TPC encoder without a source interleaver.  These bits are error correction encoded, modulated, white Gaussian noise (AWGN) is added to the channel, and the combined received signal is demodulated and error correction decoded.  The simulation produced 125 erroneous blocks out of a total of 640,000 blocks or 2.5 Billion bits, which is equivalent to roughly 250 compressed pictures of 107 bits each.  The average spacing between erroneous blocks is 5120 error free blocks.


Our next observation of the decoder output errors was their bursty nature demonstrated by Figure 2.  Truly uniform bit errors would cause the simulated block error rate (BLER) to be 3906 times the BER.  However, here we see the simulated BLER is a factor of 3 to 4 lower that the theoretical BLER for uniform error distribution.  When errors occur they do so in groups of 3 to 4 errors within each erred TPC block.
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Figure 2.  Simulated Bit Error Rate and Block Error Rate for the AHA 4540 Chip with 0.938 Code Rate and 3906 Bit Blocks


The 125 erroneous blocks were sorted by bit error count and the number of blocks with each count was determined.  Figure 3 shows a histogram of the number of blocks in error for various errors block count within the set of erroneous blocks.  Then we counted the number of bit errors for each of the 3906 bit locations.  This was to help us visualize whether there were any preferred locations.  Figure 4 shows the histogram of the number of times a bit error occurs at a particular location within the TPC block. 
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Figure 3. TPC Block Count Histogram Versus Bit Error Count per Block at BER = 10-7

It appears that there are regions where errors have not occurred within the block.  However, whether they are periodically related to the TPC user data block row or column dimensions is not clear yet.  Therefore, further analysis was done to count the errors within a sliding window for various window widths as a function of the window position within the TPC block.  Figure 5 shows the fraction of bit errors within the window as it slides across the TPC block for window sizes of 32, 64, 128, and 256 bits.
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Figure 4.  Bit Error Count Histogram Versus Bit Position within a TPC Decoded Block at BER = 10-7 from 125 Erroneous Blocks
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Figure 5.  Sliding Window Approach to Detection of Block Error Bit Location Periodicity Versus Location 

for Several Window Sizes


The results seem to indicate some strong wavy patterns of bit error clumping for the larger window sizes.  A larger sample of erroneous blocks will probably help to sort out which of the wavy patterns are periodicities and which are just random bit error locations.  A preliminary assessment with the 256-bit window indicates that the period may be about 600 bits within the 3906 TPC block .


A second approach to assessing the existence of periodicity was to take a discrete Fourier transform of the bit error count location histogram as shown in Figure 6.  The particular transform used was the Sin transform.  Periodicities will show up as significant departures from the nominal values.  We can dismiss the 0.72 value at zero frequency since that is just the average fraction of the bits that are in error within the TPC block.  There are four remaining interesting points.  Two are positive amplitude and two are negative amplitude.  Further analysis will show whether these will make a difference. 
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Figure 6.  Discrete Fourier Amplitude Transform of TPC Block Bit Error Location Histogram


We will now describe the simulations that determine the average number of pictures that meet each error count criteria.  We assumed that the length of each row would be precisely the number of bits in a picture.  A full up source deinterleaver may take a billion bits.  Since we only care about erroneous blocks, only these were collected and routed into a smaller partial source deinterleaver.  We counted the number of errors within each picture as a function of the number of rows in the deinterleaver.  


The number of correct blocks between error blocks was counted so that the starting row for the next error block would be consistent with its location had all the error free blocks been loaded into the deinterleaver.  Figure 7 shows the results of this analysis.  The histogram shows the probability of various error per picture counts as a function of the number of rows in the TPC deinterleaver.  The legend number indicates the number of errors from 0 to 7 per picture.  This is the maximum number of errors per picture without interleaving at 10-7 BER.  They identify the various sets of points.  The top row using diamonds in the graph shows the probability that a picture is error free.  The second row with squares shows the probability the picture will have one error etc.  



We will discuss the likelihood that the number of errors within a picture will not exceed a specific count.  Figure 7 show some interesting discrete steps in the probability for interleavers with 80 rows and 108 rows.  They may be an indicator of erroneous bit error position periodicity.  The Figure 7 data replotted in Figure 8 shows the probability that the average error count is less than the count indicated in the legend.  
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 Figure 7.  Deinterleaved Probability of Pictures having the Legend Designated Error Count Versus Number of Deinterleaver Rows


The memory required for interleaving is nominally the product of the number of rows times the number of columns.  However, the block interleaver requires twice this amount because a double buffer is required at each end of the link.  The convolutional and hybrid interleavers require a memory of only half this product due to its nominally triangular representation.  Figure 9 shows the required memory for the source interleaver and deinterleaver versus source interleaver type.

[image: image8.wmf]0.4

0.5

0.6

0.7

0.8

0.9

1

20

40

60

80

100

120

Number of Source Interleaver Rows

Probability of Picture Error Count or    

Less

0

1

2

3

4

5

6

7

8

 

Figure 8.  Cumulative Probability of a Deinterleaved Picture Having Less than or Equal to the Legend designated Bit Error Count

4. Conclusions


We have shown that the AHA 4540 TPC decoder chip produces bursts of errors of average length four when errors occur.  However, these errors seem to have fairly uniformly distributed locations throughout each block that is in error.  We have shown that for low BER regions, such as below 10-7, there will be at least 5000 error free blocks between erroneous blocks.  With lower BER values such as the SD BER of 10-8, the stretches of error free blocks will likely be much longer.
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Figure 9.  Source Interleaver Memory Versus Row Count for Various Legend Designated Picture Sizes (Megabits) and Interleaver Types


 
Without source interleaving the errors will be grouped within limited areas of a picture.  The effect of these errors on picture or data quality is not yet known.  However, we hope to process compressed blocks through the test bed shortly.  The spacing between erroneous pictures will depend upon the size of the picture and the decoded channel BER.  


With case 3 source interleaving, the bit errors are approximately uniformly spread over multiple frames.  It is not yet known if this helps or hurts the frame quality.  However one additional case that we will do before we process real frames is to observe the effect when the erroneous bits are spread widely apart within a single frame.  


We have yet to examine interleaving cases 1 and 2 and to compare them with the no interleaving cases for a statistically significant number of frames.







� Covers work done for NOAA/NESDIS by The Aerospace Corporation under a contract number 50-SPNA-0-00012.  Roger Heymann is the NOAA/NESDIS Lead Engineer for Aerospace communications engineering studies on GOES-R.  The National Environmental Satellite, Data and Information Service (NESDIS) is under the National Oceanic and Atmospheric Administration (NOAA) of the Department of Commerce.  Procurement of the satellites by NASA’s GOES Acquisition Office at Goddard Space Flight Center will follow NESDIS budgeting and planning activities; satellite ownership and operations, however, will remain with NESDIS.  The views expressed herein do not necessary reflect those of NOAA or NASA.
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