
Trust Management in E-business Systems -
From Taxonomy to Trust Engine Architecture
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Abstract: Trust is becoming an increasingly important topic in security of e-business systems. Trust
turned out to be essential for further penetration of e-business technologies, especially for agents based
technologies. Therefore a proper taxonomy is needed and trust has to be formalized in order to enable
development of trust engine for such applications. The main objective of the paper is thus how to practically
deal with trust in e-business environment, from taxonomy to trust engine architecture. The approach is
based on facts learned from e-business systems security.
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1 Introduction
The importance of security was growing with the
penetration of computer communications during the
last decades. Trust is closely related to security in
distributed systems. This has been recognized al-
ready in mid-eighties, but the relationship between
trust and security, including the definition of trust
with its formalization, is still a topic of research. In
Webster’ s dictionary, trust is defined as an assumed
reliance on some person or thing. It is a confident
dependence on the character, ability, strength, or
truth of someone or something. Furthermore, trust
is a charge or duty imposed in faith or confidence or
as a condition of a relationship. Finally, trust means
placing a confidence (in an entity).

In standardization area trust became an issue almost
twenty years ago [1]. Few years later formal meth-
ods for analysis of cryptographic protocols were de-
veloped. Trust played an important role there as
well. For example, BAN logic [2] that was the most
successful formalism in the field, significantly de-
pended on trust. One of its basic definitions states:
”
��� ���

: P has jurisdiction over X - The principal�
is an authority on

�
and should be trusted on this

”

matter. In the second half of the nineties some spe-
cialized trust management solutions appeared:

� W3C standardized a platform for content se-
lection or PICS [3]. PICS defines formats and
distribution of labels that are meta-data for de-
scription of Web documents.

� AT&T developed PolicyMaker [4] that binds
access rights to an owner of a public key,
whose identity is bound to this key through a
certificate.

� IBM recognized trust to be central to e-
business so it developed Java based Trust Es-
tablishment Module and appropriate language
[5]. The solution is similar to PolicyMaker. It
supports role-based access based on X.509 [6]
certificates, where it additionally provides neg-
ative rules for preventing access.

Recently, an extensive survey on trust has been pub-
lished by Grandison and Sloman [7]. This survey
defines trust informally, states its properties, ana-
lyzes existing solutions for trust management and



lists the most common fields of application of trust
management. Authors provide their definition of
trust as ”the firm belief in the competence of an en-
tity to act dependably, securely, and reliably within
a specified context”. The main motivation of au-
thors to study trust is to be able to model it for use in
automated systems, therefore they do not consider
the social concept of trust. However, it is not clear
how the authors of the above definition intended to
implement trust supporting applications.

It is common to all above approaches to consider
trust as a property of a system. Moreover, trust
management is frequently misinterpreted as ”who
is allowed to do what under what circumstances”,
which actually denotes security policy [8]. So at the
beginning of nineties Denning [9] analyzed the con-
cept of trust and came to conclusion that trust is not
a property of an entity or a system, but it is an as-
sessment. This assessment is based on experiences,
it is shared through network of people interactions
and is continually remade each time the system is
used. And this will be the basis for our approach.

The paper is structured as follows. In the second
section, the selection of a proper framework for
trust formalization with relation to distributed secu-
rity is given. In the third section a taxonomy of trust
is given1, while in the fourth section trust is formal-
ized and trust engine architecture is given. There is
a conclusion with directions for future work in the
last section.

2 Selection of a Proper Framework
for Trust

Security in distributed systems can be analyzed
from three points of view. The first one are cryp-
tographic primitives. The second one are cryp-
tographic protocols (interactions) and the third
one are programs (code) as such. Starting with
crypto-primitives it can be observed that there
are no formal proofs about the bottom-line time-
computational complexity of cryptographic primi-
tives. Put another way, it is not known whether
more efficient algorithms for attacks than those cur-
rently known exist or not (see e.g. [10, 11] and
[12, 13]). Similar holds true for crypto-protocols.

1Taxonomy is a system for naming and organizing things
into groups which share similar qualities.

It is not possible to state a bullet-proof evidence
that a particular protocol is bug-free. Formal tech-
niques like BAN are only strengthening such be-
lief, but they can not provide a complete assurance
about it (as a result, wise engineering practices have
to be followed [14]). The third point of view is re-
lated to implementation - security is also a matter of
general software correctness [15], where things are
getting worse on account of several reasons. Wire-
less nomadic computing requires handling of unpre-
dictable application environment, and support for
applications to be aware of environment / context
is needed. Next, instead of client server paradigm
a more efficient, peer-to-peer networking, is emerg-
ing. But peer-to-peer networking inherently brings
more entropy [16]. On top of this, objects are be-
coming mobile and intelligent and their interaction
is at their own will.

Thus when making threats analysis, a rational at-
titude towards a potential breach is as follows. A
distributed communication system is treated as a
generic set, consisting of atomic elements, which
are crypto-primitives, crypto-protocols and soft-
ware units. In many cases it is not possible to ex-
actly determine the probability of a failure for each
of those elements. Based on experiences it is how-
ever possible to have some belief that addresses a
subset of that generic set and assigns certain be-
liefs to these subsets. Such attitude makes sense
also when a successful breach occurs. It is often im-
possible to identify the very atomic state that ”went
wrong”. But based on experiences it is possible
to have an opinion how likely it is for a group of
atomic states that one of them went wrong.

An approach that takes this phenomenon into ac-
count, and can be used for formalization of trust,
is Shafer’ s theory of evidence [17]. Recently this
theory has been used as a basis for Jøsang’ s sub-
jective algebra [18, 19], which is directly related
to trust. Its main contribution is preservation of a
mathematically sound basis, while introducing log-
ical operations for trust. Subjective algebra contains
not only equivalents to traditional logical operators
(conjunction, disjunction and negation), but it also
introduces new ones like recommendation and con-
sensus. These operations manipulate operands that
express imperfect knowledge of subjects. Thus trust
� (also called an opinion) is modeled with a triplet
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, where

�
stands for belief,

�
for disbelief

and
�

for uncertainty. Each of those elements gets
its continuous values from a closed interval �  ����� ,
such that

�������������
. For example, an opin-

ion of agent � about object � can be expressed as
���� ���  � ! �  � ! �  � " 
 . Jøsang’ s algebra is mainly
concerned with expressed trust and laws of its prop-
agation in social interactions. It is trying to find jus-
tifications for its logical operations and it has to be
proved with practical experiments how realistically
it reflects the phenomenon of trust.

The basis for further derivations in this paper will
be Shaffer’s theory. The main problem with this
theory is an assumption that agents are able to ra-
tionally assign proper values to

���������	��

. This is not

very often the case, so additional improvements are
needed for trust management. Moreover, rational
values of this triplet present only a small part of the
whole trust phenomenon.

3 Trust Taxonomy
It is important to note that trust as a manifestation
of reasoning and judgment processes is a notion that
inherently belongs to the field of psychology [20].
This doesn’t necessarily mean that trust is incom-
putable, but the following elements have to be taken
into account:

� Irrationality. It should not be assumed that
each agent is able to rationally assign values to���#���	�

. It is obvious that this is not the case in
many situations, for example, when an entity
is under pressure, tired, etc.

� Context dependence. Agent’ s trust is a func-
tion of a context (environment). The first level
of context dependence deals with agent’ s trust
by exclusion of social interactions. The second
level of context dependence includes social in-
teractions.

� Temporal dynamics. Agent’ s relation to-
wards object / subject being trusted is a dy-
namic relation and it changes with time.

� Action binding. An opinion can serve as a
potential (a basis) for agent’ s deeds.

� Feed-back dependence. Trust is not a prod-
uct of a completely independent mind. Be-
ing forced to adopt a certain kind of behavior,
agent may change opinion about the very same
kind of behavior.

� Trust differentiation. Trust evolves into var-
ious forms. The reasons are bad commu-
nication capabilities of an entity, expressing
trust, bad perceiving capabilities of a targeting
entity, and trust being mediated intentionally
modified.

The basic properties of trust should take irrational-
ity, temporal dynamics, context dependence, action
binding, feed-back dependence and trust differenti-
ation into account. Besides, taxonomy of trust has
to include also the following:

� Trust should be divided into minor trust (de-
noted by � ), that is expressed, communicated,
and major trust, that is personal, intimate trust
(denoted by � ). Major trust is further divided
into rational trust, denoted by �%$ , and actual
trust, denoted by �%& .
� Trust should be modeled in a way that encom-

passes improperly assigned values. For this
purpose a so called reason-lapse function '
is introduced, which appropriately assigns val-
ues to

�
,
�

and
�

, satisfying the condition that�(�)�*�+�,�-�
.

4 Formalization of Trust and Trust
Engine Architecture

A model, based on these requirements, will give a
tangible ground for implementation, experimental
research and judgment about computational trust.

Definition 4.1 Let . denote a set of time values /
and let 0 denote a set of deeds 1 . Then the set of
contexts 2 is defined as 2 � .�340 .

Definition 4.2 Let ��$ denote agent’ s major ratio-
nal opinion with

�
,
�

and
�

being his / her belief,
disbelief and uncertainty, such that

�%�5�6�7�8�9�
and

�������	�;: �  ����� . Then rational opinion is defined
as �<$ �=���>� / � 1 
#���?� / � 1 
#�	�@� / � 1 
�
 .



Definition 4.3 Let ' denote a reason-lapse func-
tion that operates on �%$ , i.e. the values of

�
,
�

and�
, by preserving

�<�)�*�+� �=�
and

�������	�;: �  ����� .
Then agent’ s actual opinion is defined as � & �
' � �<$ 
 .
Definition 4.4 Let �%& denote actual opinion of sub-
ject S as defined above and let 1 denote a deed of
subject

�
. Then a relationship betwen the set of

opinions and set of deeds is defined with action-
binding function � , such that 1 � �

�
� & 
 .

Definition 4.5 Let �%& denote actual opinion of sub-
ject S as defined above. Then expressed opinion � &
is given by a function � , so that � & � �

�
��& 
 .

Summing up, irrationality is modeled by reason-
lapse function ' , action binding by function � , feed-
back dependence by function � , trust differentiation
by functions ' , � , and context dependence (includ-
ing temporal dynamics) by function � . A note on
action-binding function. One could comment that
it should operate on actual opinion. However, this
contradicts the nature of reason-lapse function, be-
cause this function presents an ignorance as such,
including environment.
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Figure 1: A model of trust for agents environment.

Figure 1 serves as the basis for implementation of
trust in a computerized environment, where the sit-
uation should be analyzed from two points of view.
The first one covers agents in our possession, while
the second one covers foreign agents.

It is evident that rational trust � $ and functions �
� '

can be in principle modeled for agents in our pos-

session, while this does not hold true for foreign
agents But for practical implementations in com-
puter networks, the nature of functions �

�
� and

opininons ��& � � & is far more important:

� Action-binding function and major actual
opinion can be obtained by observation of
deeds. An action is an evident fact that is in-
fluenced ba opinions. It is also a kind of an
aggregate of history of opinions, affected by
contexts and it can be used to judge on opin-
ions.

� For modeling trust differentiation it is interest-
ing to note that minor actual opinion may vary
significantly from major actual opinion. But
security of agents is still very limited and there
is no way to prevent code peeping 2. In this
case there would be no need to model � , as
��& � � & .

It is obvious that an implementation of trust engine
requires significant resources not only in terms of
space, but also processing capabilities, especially
when considering extensive contexts. Trust imple-
mentation requires recording of agent’ s history.
This consequently requires establishment of appro-
priate databases that are used for calculation of trust
by use of appropriate AI techniques, e.g. data-
mining. Thus a tiny trust engine that would be suit-
able for implementation within agent itself would
have significant limitations.

Because of these facts trust engine should consist of
server engine at a remote location that is contacted
by a mobile agent over the network. Intensive and
realistic treatment of trust requires trust engine to
be at a remote location, running as server, while the
actual trust of an agent at a certain moment is com-
municated to the agent. Besides, to make trust even
more accurate and realistic, a trust engine server can
be upgraded with a front-agent that is capable to
communicate with various databases over the inter-
net [21].

2A promising method for prevention of this threat would be
mobile cryptography, which is currently at a theoretical stage.



5 Conclusions
Trust is essential for e-commerce. For a wider pen-
etration and better acceptance of agents based so-
lutions it is desired to make trust somehow com-
putable. In this paper trust was analyzed, its tax-
onomy was given, trust was formalized and imple-
mentation of trust engine was presented. It has been
argued why theory of evidence is an appropriate ba-
sis for this purpose and it has been shown that the
solution is complementary with subjective algebra.

One essential question to be addressed at the end is
why fuzzy logic [22] has not been mentioned in this
paper. It seems natural to think about treatment of
trust with fuzzy logic, as trust is essentially a fuzzy
term. When talking about uncertainty of natural
language, fuzzy logic handles phenomena of quali-
tative expressions with a reference to a quantitative
system, to an absolute framework. For example,
sentence ”John is tall.” is analyzed with a reference
to length expressed in meters, centimeters, etc. The
problem with trust is that there does not exist such
a framework and it has yet to be established.
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