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Abstract: In order to achieve the users acceptance requirements and to satisfy some constrains on the multime-
dia systems, we need a QoS research. It includes modeling, architecture, traffic management protocols, etc. In 
these paper topics such as communication model and resource management architecture are analyzed. This al-
lows to specify QoS parameters and therefore to control the resource allocation according to the quality desired 
by application. The adaptation of multimedia QoS to the dynamic operating system and network conditions is 
important as it allows a better use of resources. 
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1. Introduction 

Model is based on dynamic and adaptive applica-
tion framework with following characteristics: 
♦ In system we have certain capacity of resources R  
and meny applications which sher resources.  
♦ Every application generate new requests for 
resources.  
♦ An application may require access to multiple 
resource types such as CPU, memory, bandwith etc. 
♦ An application may need to satisfy many 
requirements: data quality, dependability, timelines, 
security, etc. 
♦ An application requires a certain minimum re-
sources allocation to be executed. It may also improve 
its performance with larger resource allocations. This 
improvement in performance is measured by utility 
function. 
♦  First satisfies requirements of applications with 
largest priority. 
♦ If request for resources is satisfied, performs re-
sources allocation, vice versa request remain in unde-
cided state whence execute (See figure 1.). 

♦ A satisfied request signifies broadcast which is 
complete, whilst dissatisfied requests signifies broad-
casts which is in proceedings or in queue.  
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Fig. 1 Resource allocation in model 
 

 Model is based on fact that resources can be allo-
cated to individual applications with goal of broad-
casting optimization. 



2.  Definition of model 
In this model following aspects of quality are con-

sidered: security, timelines, reliability and data quality 
like parameters of QoS.  

It is important to emphasis that we consider sys-
tem in which many applications with they require-
ments content for resources with the following char-
acteristics:   
♦ Each application may have minimum and/or 
maximum demands that relates to each parameter.  
♦ Each resource allocation improves functionality of 
the system and application. 
♦  System resources are limited so that the maximal 
demands of all applications often cannot be satisfied 
simultaneously.  

With this model, decision about resource alloca-
tion will be made on a level of each application so 
that a global system goal will be maximized. Primary 
attention will be focus on resource allocation man-
agement for an audio flow in one node.  

Parameters of QoS in system are end-to-end delay, 
which represents timelines and audio sample rate, 
which represents data quality.  

Processing rate and audio sample rate can be 
changed independently of one another, and an in-
crease in either leads to increases in utility of the sys-
tem. Improvements in end-to-end delay from 350 ms 
to 70ms generally mast be perceived as much higher 
than improvements from 70 ms to 14 ms, i.e. [1].  

Model will be defined in the following way.  Sys-
tem consists of n applications )...,,( ,21 nrrr , 1≥n , and 
m  resources ( mRRR ,...,, 21 ), 1≥m . Each resource jR  

has a finite capacity and can be shared, either tempo-
rally or spatially.  CPU and network bandwidth, for 
example would be time-shared resources, while 
memory would be a spatially shared resource 

Let the portion of resource jR  allocated to appli-

cation ir  be denoted as jiR , . We enforce that 
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, .  Two issues need to be noted in the con-

text of real-time systems in particular: 
 

♦ Utilization: The resource allocation to an applica-
tion will be in terms of the utilization of a resource. 
This means that resources will be maximal utilized, 
bat without consequence on broadcasting in sense of 
delay [2].  

♦ Schedulability: The constraint ∑
=

≤
n

i
jji RR

1
,  im-

plies that a resource can be fully consumed. That con-
straint is not every time fully correct but we assume 
like that because of simplicity of problem. A different 
maximal resource constraint beyond the scope of this 
paper must be used to support fixed-priority schemes.  
Now we introduce some notions: 
 
♦ The application utility, iU , of an application ir  is 
defined to be the value that is accrued by the system 
when ir  is allocated ( )mijii RRRR ,,1,

, ,...,,= . In other 

words, ),(RUU ii = , when iU  is denoted like utility 
function of ir . This utility function defines a surface 
along which the application can operate based on the 
resources allocated to it.   
Each application ir  has a relative importance speci-
fied by a weight ,iw ni ≤≤1  . 

♦ Total system utility ( )nRRRU ,...,, 21  is defined 
to be the sum of the weighted application utility of the 

applications, ( )nRRRU ,...,, 21  = ).(
1

i
i

n
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♦ Each application ir  needs to satisfy requirements 
along d QoS parameters ( dPPP ,...,, 21 ), 1≥d . 
♦ An application ir , has minimal resource require-
ments on QoS parameter kP . These minimal require-

ments are denoted by { }kkkk
miiii RRRR min

,
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2,

min
1,

min ,...,,=  

where 0min
, ≥k

jiR , mj ≤≤0 . 

♦ For an application ir , is said that it is feasible if it 
is allocated a minimum set of resources on every QoS 
dimension. We denote the total minimum require-

ments by 
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We assume that 1=m , i.e. only a single resource is be-
ing allocated. 
 
 
2.1 Preliminary assumptions 

Because of functionality of model we make fol-
lowing assumptions: 
1. The applications are independent of one another. 
2. The available system resources are sufficient to 
meet the minimal resource requirements of each ap-
plication on all QoS parameters, .1,min niRi ≤≤  



3. Each application ir , has a weight iw denoting its 
relative importance. 

We make the following observations concerning 
these assumptions. First, if assumption 1. does not 
hold, then resource allocation model still apply. 

Second, if assumption 2. does not hold, then the 
minimal resource requirements cannot be met. If these 
requirements are not met, then some of the applica-
tions must be dropped. We can use a variety of tech-
niques to determine which of the applications should 
be dropped. 

Third, in view of third assumption we can now de-
fine a weight utility function for an application as 

ii Uw *  and then solve the resource allocation problem 
for those weighted utility funcions.  
 Should be noted that iU  is not necessarily equal to 

.
1 ,∑ =

m

j jiU  In other words, the utility obtained by an 

application ir  from a resource jR  may not be additive 
with respect to its utility from another resource. This 
is because the application may need two or more re-
sources simultaneously to achieve a certain utility. 
For example, an audio-video application may need the 
CPU resources and bandwidth resources in order to 
satisfy even a minimal QoS requirement. 
 The goal of this model is to make resource alloca-
tions to each application such that the total system 
utility is maximized under the constraint that every 
application is feasible with respect to each QoS pa-
rameter. First, we need to determine{ jiR , , 

mjni ≤≤≤≤ 1,1 } such that ∑ =
≥

d

k jiij
kRR
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min
, and U  is 

maximal among all such possible allocations. 
   
 
3. Resource allocation in the model  
 In this section, we derive some basic properties of 
the model defined in the previous section. We start 
with simple case of making allocations decisions 
where there is only a single resource type and a single 
QoS parameter. Then we extend this model to support 
multiple QoS parameters. In each case, we state a 
property that needs to be satisfied for maximizing the 
total system utility and/or present an algorithm which 
can find the optimal (or near-optimal) allocation.  

3.1 A single resource and a single QoS pa-
rameter ( 1=m and 1=d ) 
 In this case, we have ( )RUU ii ≤ , ni ≤≤1 , where R  
is the among of resource allocated to ir . The mini-

mum resource allocation needed to satisfy ir  is .min
iR  

 To illustrate this approach, we make the further 
assumption that utility function ( )RUU i =  are twice 
continuously differentiable and concave, that is 

0
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Ud  for .min
iRR >  By convection, we assume 

( ) 0=RU i  for min0 iRR ≤≤ . 
 It is very convenient to transform the resource al-
location problem. Since we assume that all minimal 
application resource requests can be met, we can fo-
cus on the allocation of the excess resources avail-
able. Consequently, we can, without loss of general-
ity, assume that 0min =iR , 1=∀i to n and reduce the 
quantity of available resources by that amount. In our 
subsequent analysis, we assume that this transforma-
tion has been made and require only that 
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, where R  is the remaining 

quantity of resources left to allocate.  
 The goal is to determine the values nRRR ,...,, 21  

such that the total system utility, ),(
1 i

n
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 is 

maximized subject to the constraint .
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n
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 It should be noted that it is possible that all appli-
cations except one can receive zero resource alloca-
tions, and this one application consumes all the avail-
able resource quantity since the slope of its utility 
function is the highest. 
 
3.2 A single resource and multiple QoS 
parameters ( 1=m  end 1>d ) 
 An application can have multiple QoS parameters 
( 1>d ). For example, audio-video application has two 
QoS parameters, audio data quality (which increases 
with audio sampling rate) and end-to-end delay 
(which decreases with increases in processing rate) 
[3]. The resource allocation for systems with multiple 
quality dimensions depends upon the nature of the re-
lationship between the dimensions themselves. In this 
section, we classify the relationship between QoS di-
mensions, discus their effects and study the resource 
allocation problem under various conditions.  



 
3.3 Relationships between QoS parameters  
 The inter-relationship between QoS dimensions 
directly impacts the nature of the utility functions. We 
consider two kinds of relationship among QoS pa-
rameters.   
 Independent parameters: Two QoS parameters, aP  
and bP , are independent of one another if a quality 
increase along aP , ( bP ) does not increase the resource 
demands to achieve the quality level previously 
achieved along aP , ( bP ). 
 Dependent parameters: A QoS parameter aP  are 
dependent on another parameter bP , if a change along 
the parameter bP  will increase the resource demands 
to achieve the quality level previously achieved along 

bP . In the audio-video application if audio sampling 
rate is increased, the data volume increases and the 
CPU time needed to process the data increases. 
 Two QoS parameters aP  and bP  can both be de-
pend on third parameter cP . For example, if video 
quality is improved by increasing the size of the im-
age, both processing capacity and network bandwidth 
demands would increase. 
 Suppose the CPU resource has to be allocated 
among 10 applications with specify utility curves. 
First, all 10 application will be allocated their mini-
mum resource requirements. Next, additional resource 
allocations will be made only to the application with 
the highest utility slope. If any CPU cycles remain af-
ter that application reaches its maximum require-
ments, only then would they be allocated to the appli-
cation with the next higher slope 

 
4. Conclusion 
Resource allocation model we presented are based on 
QoS that allows the utility derived from a system to 
be maximized by making resource allocations such 
that the different needs of concurrently running appli-
cations are satisfied. Each application has minimal 
resource requirements, but can adapt its behavior if 
given more resources and provide additional utility 
[4]. Each application also needs to satisfy QoS met-
rics along multiple dimensions such as timeliness, 
cryptography security, reliable packet delivery and 
data quality. 
 In this model emphasis is on the system with one 
node and that should be expand on distributed sys-
tems.   
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