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Abstract: Accuraterecovery of geometricstructurefrom an imagesequencestrongly dependsupon two
contrastingrequirements:numericalconditioning,needinglarge imagedisparities,andeaseof matching,
whichneedssmallones.Thiswork discussesasolutionfor anactively controlledobserver (acameraon the
end-effectorof arobotarm)usingfeaturetrackingof imagefeaturesalongthecameratrajectory. Restricting
thesceneto objectswith straightline edgesallows easyassessmentof thereconstructionaccuracy.
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1 Introduction
Any approachto recovering scenestructurefrom
image sequencesmust face the problem of fea-
ture matching. Indeed,the reconstructionresults
strongly dependupon the balanceof two con-
trasting requirements:good conditioning, requir-
ing large imagedisparitiesbetweencorresponding
features,andease/reliabilityof matching,for which
smalldisparitiesarebetter.

In passive vision, the inter-view displacementis
eitherfixed (stereohead),or uncontrolled(passive
navigation). This is not thecasewhentheobserver
can be actively controlled, as e.g. for a camera
mountedontheend-effectorof arobotarm.A strat-
egy for thelattercasecanbesketchedasfollows:� graba numberof imagesof thescenewith the

cameramoving alongapredefinedtrajectory;� extract image featuresand track them along
thetrajectoryby inter-framematching;� estimatethe viewing geometryand the scene
structureas soon as the accumulatedimage
disparityis deemedsufficient.

In this way, the reconstructionaccuracy from
large displacementsis reconciledwith the easeof
matchingfor smallones.Notethatthe“predefined”
trajectorycan in fact be modifiedon-line (e.g. by
tuning the size of the displacement)accordingto
theresultsof processing.Moreover, thecurrentes-
timateof theviewing geometrycanbeusedto refine
matchingby featuretransfer[1, 15].

Featuretracking, and the use of the estimated
viewing geometryfor matchrefinement,have al-
readybeensuggestedin the cited works. The em-
phasisof thispaperis ratheron theeffective usabil-

ity of suchresultsin anactualapplication,with par-
ticular regardto theaccuracy of thereconstruction.
To thisextent,werestrictourselvesto scenesfrom a
“blocks world”, consistingof objectscharacterised
by planarfaceswith straight-lineedges.With this
restriction, a natural choice for image featuresis
that of facevertices. Suchfeaturesareeasilyand
accuratelyidentifiableon the imageplane,andthe
accuracy of the resultingreconstructioncanbe as-
sessedagainstaCAD modelof thescene.

2 Notation and preliminaries
Homogeneouscoordinatesareusedfor both3D and
2D objects,sothe3D point of coordinates� ��� ��� 	�

is ��
�� ����	�� � � and a 2D point � ��� ��
 is ��
� ����� � � . A 2D line is representedby a vector ��
� � ��� ���  � � suchthatpoint � belongsto � if f � � �!
#" .

Singleimageacquisitionis describedby a stan-
dardpin-hole. If �$
�� �%� � ��� � �� � � is the imageof
theworld point �&
'� ()� � (*� � (+ � (-, � � , then�.
0/�� with /1
#21� 3.4 5 � (1)

wherethefactoringof theprojection matrix / into
a rototranslation3�� 5 andanintrinsic matrix
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only holdsfor Euclideanworld/imageplaneframes.
Theabove doesnot take into accountlens distor-

tion, which is seldomnegligible, but canusuallybe
fitted by asimpleradialmodel:�1E!�%> F�
'� ��G6H�� I � GKJ J J 
 � �%F�E.�%> F 
 (3)



whereL%M arethesocalleddistortedcoordinates(i.e.
thoseactuallymeasuredon the image),and L�N M+OP Q M R S M R T U V the distortioncenter(which needsnot
coincidewith theprincipalpoint

P Q N R S N R T U V ). Dis-
tortioncorrectioncanbeincorporatedin thefeature
extractionphase(Sec.3.1).

The relation betweencorrespondingpoints L�W
and L W W in two views of the samesceneis defined
by theepipolarconstraintL W W X L W O#Y (4)

wherethe fundamental matrix X canbe estimated
from seven point matchesbetweenthe two views
(robust computationaltechniquesfor more point
matchesare discussedin [14] and [11]). Eq. (4)
simplifiesthesearchfor correspondencesin thetwo
views: as L W W lies on the epipolarline Z W W�O X L W , a
bidimensionalsearchreducesto one-dimensional.

In the caseof three views of the samescene,
an analogousrole is playedby the trifocal tensor[

, which allows transferof correspondingobjects
(points, lines or combinationsof both) amongthe
views. For example,if points L W and L W W areknown,L W W W canbeestimatedfrom thetrilinearities[10]\ W ] ^ \ W W _ ` _ a b c ^ \ W W W d ` d e f c g a e] O#h b f (5)

Estimating
[

needsat least six point correspon-
dences(or nine line correspondences)over three
views [1]. With more points available, robust al-
gorithmssimilar to thosedevisedfor X canbeused.

From X or
[

, a setof canonicalprojectionma-
tricesfor the two or threecamerapositionscanbe
computed. However, the amountof scenestruc-
ture that can be inferred from

[
or X dependson

the available independentinformationaboutscene
constraintsor cameraparameters:a full metric(Eu-
clidean)reconstructionneedsa calibrated camera
(i.e. aknown i ). Althoughusefulinformation(e.g.
point-planerelationships)canbeobtainedfrompro-
jective reconstructiononly, we shall assumein the
sequelthatcameraparametersareavailable,asmet-
ric reconstructionis usuallytheultimategoal.

In all cases,oncethecameramatricesareavail-
able, the scenestructureis computedby standard
triangulation,possibly taking into accountimage
planenoise. For the two view case,we use the
epipolarcorrectionmethoddescribedin [9, 13].

3 Feature extraction and matching
As the environment consideredhere is a “blocks
world” (objects bounded by planar polygonal

faces),segments (imagesof objectedges)andver-
tices (imagesof objectcorners)areanaturalchoice
for image features. The featureextraction phase
consiststhen of contour line extraction followed
by segmentationof the contours into rectilinear
strokes,andcomputationof verticesasintersections
of thelinesthroughnearbysegments.

3.1 Contour extraction
Contourlines areextractedfrom the imageby ap-
plying a second-orderdifferential operatorto the
Gaussiansmoothedimageandlinking theresulting
zerocrossingpoints [7, 2]. This algorithmyields
contourlines as lists of imagepoints to sub-pixel
precision,which arethencorrectedfor lensdistor-
tion using Eq. (3). Eachcontourpoint carriesin-
formationaboutthebehaviour of the luminancein
its neighborhood,namelytheluminanceatthepoint
andanestimateof its total variationacrossthecon-
tour line. Thesequantitiesareusedto getestimates
of the“f ar” luminancesonthetwo sidesof thecon-
tour line (i.e. the valuesof luminancejust outside
the region of rapid variationwhich determinesthe
visual contour), neededto better characterisethe
contourfor thesubsequentmatchingphase.

3.2 Segments and vertices
The distortion-corrected contour lines are seg-
mentedinto rectilinearstrokesby a standardalgo-
rithm ([12], chap.12),breakingeachcontourpoint
list j into sublists j ] suchthat the maximumdis-
tanceof eachpoint from the line throughthe first
andlastpointsin j ] doesnot exceedsomethresh-
old. For bestaccuracy, the segment is then rep-
resentedby the least squaresline Z O P k N k l�k m U V
over the contourpoints belongingto j ] , with its
endpointsn l O P \ l�o�l T U V and n m O P \ m�o�m T U V
computedas projectionson Z of the first and last
pointsof j ] . Photometricattributesof thesegment,
namelythe “f ar” luminancevalues prq and prs on
eitherof its sides,arecomputedasaveragesof the
correspondingfeaturesoverthepointsin j ] . A seg-
ment t (seeFig. 1) is thereforedescribedby a set
of 9 parameters(eightof which independent):t Ovu \ l R o�l R \ m R o m R k N R k l R k m R prqrR prs�w

A vertex (or, moreprecisely, a face vertex) can
belooselydefinedastheimageof aphysicalcorner
of a polygonalobject face. Many “corner detec-
tors” have beenproposedin theliterature(e.g.[8]).
In our framework, however, a morenaturalandre-
liable definition of vertex is as intersectionof the



lineson which nearbysegmentslie. Sucha defini-
tion hastheadvantagesof yielding a goodlocalisa-
tion accuracy andof supplementingin anaturalway
thevertex characterisationwith geometricandpho-
tometricparametersfrom thedefiningsegments.

Therefore,given a pair of segments x%y z x�{ , the
resultingintersection|K}�~ ��y�� {�� � � is acceptedas
a vertex position if its imageplanedistancesfrom
thenearestendpointsof x%y and x�{ arebelow agiven
threshold,andif thefar luminancesof x%y and x�{ on
their sidesbelongingto theconvex angle � formed
by thetwo segments,say �r� y and �r� { , arecompat-
ible (i.e. not too different).A vertex � is therefore
characterisedby 6 parameters(5 independent):

�'}v� ��y z � { z �rz � z � z ���
where� z � arethedirectioncosinesof thebisecting
line of angle � and � the meanluminanceover �
(averageof �r� y and �r� { ).

Note that,whentwo or morefacesincident in a
sameobjectcorneraresimultaneouslyvisible, the
verticesfrom eachfaceform aclusterof nearbyver-
tices,notexactlycoincidentdueto noise(seeFig.1,
wheredistanceshave beenexaggeratedfor thesake
of clarity). Suchnearlycoincidentverticesdo not
contributeusefulgeometricinformation.Therefore,
while every vertex is trackedindividually alongthe
sequence,for whatconcernsgeometry/structurees-
timationtheverticesin eachgroupareaveragedto-
getherandconsideredasasinglepoint.
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Figure1: Segmentsandvertices.

3.3 Matching
Matchingrequiresthedefinitionof a suitablefunc-
tion ����� ���rz ����� measuringthe similarity of pairs
of candidatecorrespondingvertices ����z ��� . This
similarity is definedastheproduct

�%��}&���%�����%�����%���%�%� (6)

wherethefactors

�%��� � ���rz ������} � ��� �� ��� � � �� �� � ¡�¢ � �%� � � �� �� � ¡�¢ �� ��� � ���rz ������} y{ � ��£6� �%� �1£$� ��� �r����%�%� ���rz ������}¤��¥§¦ � �   � ¡ ¦� ��� � ¡�%����� ���rz ������}¤��¥§¦ ���   ��¡ ¦� ��� � ¡
weigh the imagedistanceof the verticesand their
differencesin orientation,angularamplitudeandlu-
minance.Thevalueof ��� is alwaysbetween0 and
1, with themaximumvalueattainedonly if thetwo
verticesareidenticalandin thesameposition.

Notethat ��� asdefinedabove is apurelyheuris-
tic, hencerather arbitrary, measure;its form has
beenchosenso asto avoid the introductionof too
many arbitrary parameters(just a distancerange¨ ©

). With respectto the latter issue,however, it
maybenotedthatwearetrying to matchverysimi-
lar features,whichallows to safelyaddsome,albeit
arbitrary, threshold-like parametersto improve effi-
ciency (e.g.when�%� is undersomethresholdvalue,
theotherfactorsneednotbeevaluated).

4 Tracking/geometry estimation
As saidbefore,thecomputationof eitherthefunda-
mentalmatrix or the trifocal tensoris reliableonly
if the two or threeviews usedare well displaced
and rotated. However, the correspondingimages
arethenvery differentandtheidentificationof cor-
respondencesvery difficult. To overcomethis diffi-
culty we proposethefollowing approach.

Thewholesequenceof imagestakenwhile mov-
ing the camera,is processed.Under the hypoth-
esisthat the displacementbetweentwo successive
framesis small, theverticesin thefirst image(im-
ageª y ) canbetrackedalongthesequenceby match-
ing themover eachpair of subsequentframes,ac-
cording to the above defined �%� . To this extent,
eachvertex ��«¬ in thefirst frame ª « of apair is asso-
ciatedto theunique � « «­ in thenext frame ª « « , which
maximises�%��� � «¬ z � « «­ � asdefinedin Eq. (6), pro-
vided that this maximum ��� is above a specified
threshold(otherwise� «¬ remainsunmatched).

Trackingcontinueseitherupto theendof these-
quence,or until thenumberof matchesis aboutto
dropunderasuitablethreshold,greaterthansix (11
in our tests). If ª ® is the last processedimage,an
intermediateimageª { is chosenandthethree-view
geometry(i.e. ¯ ) is estimatedby a LeastMedian
Squares(LMedS) algorithm,analogousto the one



describedin [14] for robust estimationof ° . This
estimateis usedfor matchrefinementasfollows.

For each vertex ±³²´ in µ ² the corresponding
epipolar line ¶ · in µ · is computedusing the fun-
damentalmatrix ° ² · extractedfrom ¸ . For each
vertex ± ·¹ near¶ · in µ · a similarity value º ² · to the
chosenvertex from µ ² is computedasin Eq.(6), but
usingits orthogonaldistancefrom ¶ · in thedistance
factor º�»%¼ insteadof the Euclideandistancefrom± ²´ . The trifocal tensor ¸ is thenusedto transfer
theabove pair of verticesto µ ½ via Eq. (5). Again,
a similarity value º%· ½ is computedfor eachver-
tex ± ½¾ in µ ½ , using this time its distancefrom the
transferredpoint. Thethreeverticesin thethreeim-
ageswith the bestoverall similarity factor º ² · ½)¿º ² · º%· ½ are retainedasa triple matchif the corre-
spondingbestº ² · ½ is above a predefinedthreshold,
otherwisethecorrespondingvertex on thefirst im-
age is left unmatched(perhaps,it is hiddenby a
nearbyobjectin someframefollowing thefirst).

Unless µ ½ is the last frameof the sequence(i.e.
the disparity between µ ² and µ ½ is deemedsuf-
ficient for an accuratereconstruction),this pro-
cedureis iterated, so obtaining a set of key im-
ages ÀÁ¿ÃÂ µ ² Ä Ä µ ÅÇÆ such that an estimateof ¸
hasbeencomputedon eachtriple µ ² È µ ¾ È µ ¾ É ² and
usedto refinethe matchesover the triple. At last,
a global fundamentalmatrix ° is estimatedfrom
all the matchesavailable betweenµ ² and µ Å us-
ing Kanatani’s method [11]; this ° is used for
scenereconstructionby backprojection,afterapply-
ing Sturm’sepipolarcorrection[9, 13].

5 Experimental results
The proceduresdescribedin Sec. 4 were imple-
mentedas a set of C programs,and testedoffline
on a numberof imagesequences.We testedboth
the accuracy of the reconstruction,by comparing
the latter with a CAD modelof the scene,and its
sensitivity to thecalibrationparameters.

Thecamerawasa Sony XC55 Progressive CCD
camera,equippedwith a 6 mm lens and with the
shutteradjustedto a speedof 1/100s. Imageswere
acquiredvia a Matrox Meteorboardmountedon a
standardPentiumPC, yielding non-interlacedim-
agesof 640Ê 4808-bit pixels. A full calibrationof
the cameraintrinsic parameters( Ë and the distor-
tion coefficients)wasperformedusingthe method
describedin [4]. TableI summarisesthecamerapa-
rametervalues.

The “world” was made up of white-painted
woodenblocksof variousshapes,placedat known
positionsoverasheetof darkpaper. Two sequences

Ì ² Í ¼ Î ¼
3.06e-7 348.0 207.7Ï Ð Ï Ñ Ò Í�Ó Î Ó
826.2 828.1 0.5 332.8 223.0

TableI: Cameracalibrationparameters.

were taken, one with the cameramoved manu-
ally (HAND sequence),the otherwith the camera
mountedon the end-effector of an industrial robot
programmedto follow asmoothtrajectory(ROBOT
sequence).Several testswereperformedon these
sequences;in eachtest, a pair of initial and final
views µ ² È µ Å werechosenfor thepurposeof 3D re-
construction,andthe algorithmselectedother two
intermediateviews so yielding a set À of four key
frames. In the following we report the resultsof
threetests,onefor theHAND sequenceandtwo for
theROBOT one.

Table II summarizesthe results for the three
tests. In eachrow, “initial matches”and “refined
matches”refer to the numberof matchedvertices
betweenthefirst andlast imageof thecorrespond-
ing triple, respectively beforeandafter the refine-
ment describedin Section4. The “total” column
countstheactualnumberof matchedfacevertices,
while “distinct” is thenumberof verticesusefulfor
geometryestimation(note that the numberof dis-
tinct refinedmatchesis only relevant for the final
iterate).

Fig. 2 showsthefirst andlastkey frames,andthe
correspondingsegmentsand vertices,for the sec-
ondROBOT tests(otherimagesomittedfor reasons
of space).

Fig. 3 shows matchedverticesbetweenthe first
and last images of one of the ROBOT subse-
quences;it is worth noting that it would be rather
difficult to get reliablematchesasthoseshown us-
ing thefirst andlastimagesalone.

Four orthographicviews of the reconstruction
from thesametestareshown in Fig. 4. Therecon-
structedobjectedgesshown in the figurewerede-
terminedfrom the links betweenverticessupplied
by thegeneratingsegments,asalreadypointedout
in Sec. 3.2. In order to estimatethe accuracy of
thealgorithm,thereconstructedscenewasmatched
againsta CAD modelof thesame,usinganadhoc
softwarethatalsoestimatestherotation,translation
and scalingwhich minimizesthe r.m.s. distances
betweenmodelandreconstructedvertices.Thelat-
tervalueis shown in thecolumnlabelled“position”
of TableII, while thelastcolumn(“length”) reports
the r.m.s. differencebetweenthe lengthsof model



initial matches refinedmatches rec.error[mm]
sequence key images total distinct total distinct position length

HAND (220-400) 220 265 310 19 18 41
220 310 400 19 16 39 26 1.2 1.0

ROBOT (10-340) 10 90 170 17 14 27
10 170 340 21 18 27 21 1.9 0.9

ROBOT (170-495) 170 255 340 25 20 40
170 340 495 21 18 38 23 1.2 0.9

TableII: Resultsfor threetestsequences(seetext for explanation).

Figure2: Initial andfinal key framesof thesecond
ROBOT test,andcorrespondingsegmentsandver-
tices.

Figure 3: Matchedverticesbetweenthe first and
lastimagesof thesecondROBOT test.

andreconstructedobjectedges.
For what concernsthe sensitivity to calibration,

weconsideredtheeffecton ther.m.s.positionerror
of changingeither the camerafocal length,or the
optic center Ô Õ�Ö × Ø Ö Ù . For reasonsof space,we re-
port heresomeresultsonly for oneof theROBOT
tests.Fig. 5(top)shows thepositionerrorasa func-
tion of focal length, while keepingthe optic cen-
ter fixed to its calibratedposition; note that here
we have assumedequalfocal lengthsÚ Û1Ü�Ú Ý and
zero skew, which is justified by the valuesin Ta-
ble I. Fig. 5(bottom)shows the effect of changing
the optic center. Thesefigures,while attestingthe
goodnessof thecalibration,show that smallerrors
(of theorderof 5-10%)in thecalibrationparameters
donotyield dramaticchangesin thereconstruction.

6 Concluding remarks
Reconstructingthe view geometryand the scene
structurefrom a seriesof uncalibratedor partially
calibratedviews is aproblemthathasreceivedcon-
siderableattentionin thelastyears.Yet, thefunda-
mentaltaskof featurematching,essentialto recon-
struction,still posessomeproblems. In this work
we have discusseda solution for a restrictedcase,
namely that of an active observer in an environ-
mentconsistingof objectsmostlycharacterisedby
straightedges,with particularemphasison the ac-
curacy of theobtained3D reconstruction.We have
found that tracking imageverticesasdefinedhere
allows a ratheraccurateestimationof the relative
positionsof the correspondingobject corners. In
view of a full quantitative reconstruction,however,
morework is neededfor what concernsthe deter-
minationof scenetopology, i.e. linking cornersinto
edges,edgesinto faces,facesinto solids.
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Figure4: Fourorthographicviews of theEuclidean
reconstructionfrom thesecondROBOT test.a,b,c:
alongthe axesof the camerareferenceframe(rel-
ative to the first image);d: alongan intermediate
direction.Theboundingbox(relative to thecamera
axes)of thereconstructedpointsis alsoshown.
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Figure5: Positionerror[mm]. top: asa functionof
focal lengthin pixels;bottom:asafunctionof optic
centerposition. The arrow indicatesthecalibrated
position, while the nearbyvertical stroke denotes
thepositionof theminimumerror.


