
Assessing Conflicts in Ontologies

ANUSCH DAEMI and JACQUES CALMET
IAKS Calmet

Universität Karlsruhe (TH)
Am Fasanengarten 5, 76131 Karlsruhe

GERMANY

Abstract: - We present a method to assess the possible conflict of beliefs in ontologies. Those beliefs represent for
example the assessment of an ontology in regard to some goal,i.e. hydrologists may assess a flooding ontology
only with maximum flood protection in mind where a politicianconsiders more monetary issues. These different
beliefs lead to different interpretations or semantics of the ontology which in turn results in a conflict between them.
The method we present for measuring this conflict is based upon the concept of entropy and relative entropy.
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1 Introduction

In the upcoming E-Society, which will also be a
knowledge society, ontologies will play an important
role, partly due to their ability to formally represent
knowledge. The concept of ontology, defined for ex-
ample by Gruber in [1], is nowadays routinely found
as a suitable representation of knowledge, especially
due to the Semantic Web [2]. Usually, it is defined
as a kind of taxonomy or even more crudely as a list
of words describing domain specific knowledge. A
proper definition of ontology though implies that the
knowledge is structured, which is also consistent with
the usual concept first introduced by philosophers.
In knowledge engineering structured knowledge is a
well-understood concept that means the existence of
a well-defined data structure to represent knowledge.
A common use of ontology covers for example sim-
ple hierarchies in the case of taxonomies and there
are various portal solutions available for their devel-
opment [3].

In this paper we add to the concept of ontology
the notions of belief [4] and conflict. If an ontology
is assessed by different people they may assign dif-
ferent beliefs to the concepts of the ontology, which
are based on their interpretation of the view on the
world represented by this ontology. This means that
one and the same ontology can have different seman-
tics resulting from the different beliefs assigned to the
concepts of the ontology. Hence, the conflict of be-

liefs results in a conflict of interpretation and thus se-
mantics of the ontology. We propose to measure this
conflict with the notion of relative entropy, which is by
the way consistent with the use of entropy in informa-
tion theory. The result of the computation of relative
entropy between the different beliefs of the concept
gives us some information about the compatibility of
the interpretation and thus semantics of the ontology.
For example a small conflict means that the beliefs
and thus the interpretation are similar where a signifi-
cant conflict connotes a difference of semantics in the
knowledge represented by the ontology. It should be
noted that this approach differs from classification al-
gorithms used in numerical statistics or numerical tax-
onomy [5] and from distance measures used in com-
putational linguistics.

In the field of numerical classification there is,
according to [6], an old distinction between classifi-
cations based on type i.e. with cognitive contents, and
on pure statistics. However, the well-known ”dynam-
ical clouds” method of Diday [7] has been seen as sit-
ting somewhere between these two features. While
classification amounts to summarize in a meaningful
way sets of data and to identify the structural links
within these sets, our goal is to resolve conflicts in on-
tology. We base our method on distances generated
by relative entropy, indeed a concept of statistics, but
there are so many different distances that have been
used in statistical data analysis, several not based upon
entropy, that this does not constitute a link to classi-



fication. Even though we look for structures in on-
tology, we do not aim at clustering ontologies along
these structures. The attempt in the machine learn-
ing community to develop robust classifier-learning
methods has lead to converting numerical classifica-
tion into text classification [8]. Our work leads as a
byproduct to the investigation in the opposite direc-
tion. From an ontology we deduce a structure defining
the context in which this ontology is defined. From
this context we deduce some sort of semantic charac-
terization of the ontology that is specific to the view
of the world enclosed in this ontology. Then, we com-
pare and resolve these different views.

In the domain of computational linguistice there
are two major approaches to measure similarity, one
using vector space models (VSM) [9] (for an appli-
cation of VSM models see i.e. [10]) and the other
using frequencies of words [11]. A well known mea-
sure originating from the frequency approach is [12],
which introduced the concept of entropy in this do-
main. The basic idea of this distance measure is based
on the assumption that the more information (in the
entropic sense) two concepts have in common, the
more similar they are. The information shared by two
concepts is indicated by the information content of the
concepts that subsume them in a given taxonomy.

The paper is structured as follows. In section 2
we will give, for completeness sake, a brief overview
of the well known concept of entropy and the prin-
ciples of entropy to which relative entropy belongs.
Section 3 details the way how we can identify con-
flicts of beliefs and thus conflicts of interpretation and
semantics in an ontology. Further, an interpretation
of some results of the application of relative entropy
to ontologies is given. Section 4 offers an idea of a
first and very simple implementation of this approach,
illustrated with an example from the domain of flood-
ing. We conclude the paper in section 5 and give an
outlook on further research.

2 Entropy and Relative Entropy

The concept of entropy originates in physics through
the second law of thermodynamics [13]. Another
important area where entropy plays a central role is
statistical mechanics, which is due to the work of
Maxwell, Boltzmann, Gibbs [14] and others. Entropy
has then been increasingly popular in computer sci-
ence and information theory, particularly through the
paper of Shannon [15].

Maxwell, Boltzmann and Gibbs extended the
notion of entropy from thermodynamics into the do-
main of statistical mechanics, wheremacrostatesand
microstatesplay an important role. The definition of
entropy by Boltzmann [14] is

−k
∑

i

Pi log Pi

where thePi are the probabilities that particlei will
be in a given microstate, and all thePi are evaluated
for the same macrostate;k is the famous Boltzmann
constant. Therefore, entropy in statistical mechanics
denotes the uncertainty about which state the system
is in.

Entropy, as defined in the work of Shannon [15],
represents theinformation contentof a message or,
from the point of view of the receiver, the uncertainty
about the message the sender produced, prior to its
reception. It is defined as

−
∑

i

p(i) log p(i).

p(i) is the probability of receiving messagei and
Shannon has shown thatlog p(i) is the only function
that satisfies all requirements to measure information.
Some years later Renyi proved the uniqueness oflog
as a measure of information in [16].

Entropy is nowadays heavily used by physicists
for problems ranging from quantum computing to
black hole physics, for an overview see [17]. We re-
strict our investigations of entropy to its application in
the context of knowledge. In this first attempt we use
methods that are similar to those already investigated
in linguistics, social network analysis [18] and infor-
mation theory. For an example of the application of
mutual information (an information theoretic distance
measure) to ontologies see [19].

2.1 Relative entropy

Relative entropy D(p||q), also known as mini-
mum cross entropy, directed divergence or Kullback-
Leibler distance, belongs to the Ali-Silvey class of
information-theoretic distance measures [20]. It was
first introduced by Kullback and Leibler [21] as a
measure to discriminate between probability distribu-
tions

p = p1, . . . , pn andq = q1, . . . , qn



of a system, wherep denotes assumed distributions of
a system andq is the real, usually unknown, distribu-
tion. The formal definition of this distance (only by
analogy, since it violates the axiom of symmetry) is:

D(p||q) =
∑

i

pi log
pi

qi

This concept has been extended by Shore and Johnson
[22] into the domain of information theory, where it is
known as the principle of minimum cross-entropy in
contrast to the well known principle of maximum en-
tropy of Jaynes [23] which is nowadays heavily used
in non-monotonic reasoning [24]. The interpretation
of Shore and Johnson is that relative entropy applies
when a prior distributionq, that estimates an unknown
distribution, is known in addition to other constraints
imposed on the unknown distribution. Among those
distributionsp that satisfy the constraints, the one with
the least relative entropy should be chosen.

Similar in this vein is the use of relative en-
tropy in probabilistic inference (see for example [25]),
whereq is the prior probability andp the posterior
probability. The distribution to choose for an updating
of probabilities is the one with the minimum distance.

We propose to add another interpretation to rel-
ative entropy for ontologies in the context of knowl-
edge: It should represent theconflict of different be-
liefs, and therefore the conflict between different in-
terpretations, placed in an ontology. This is also con-
sistent with one of the classical interpretations of en-
tropy in information theory [26].

3 Semantic Conflicts in Ontologies

As stated in the introduction, an ontology is structured
knowledge and thus able to represent a view, on a par-
ticular domain of the world, of a person or group of
persons. An ontology consists of concepts, maybe
with attributes, and relations between those concepts.
Usually there are at least two kinds of relations:is-a
relations representing an inheritance hierarchy and re-
lations representing the interaction between concepts.
These relations depict a model of the world repre-
sented by the ontology and how it works. We take
as example the domain of flooding: An ontology in
this domain may describe flooding causes and miti-
gation incentives. Theis-a hierarchy may consist of
urban and rural areas, concrete, water and forest areas
linked to urban areas and so on (see figure 1). The
relations between the concepts in turn are describing,

for example, causal effects like: urban areas sealed
with concrete result in fast runoff and a decrease in
the sealed area reduces the risk of flooding.

The is-a relations between the concepts are also
able to represent the strength of a belief a person
places in a concept, i.e. how important this concept
is in the context of the complete ontology, maybe in
regard to some goal. Take the flooding example from
above: The ontology was generated by some domain
experts (hydrologists) and faithfully describes a model
for flooding and mitigation. Then they assign belief
values to the concepts in the ontology, where those
values show what they belief is important for flood
mitigation (the goal), i.e. reduce concrete in some ur-
ban areas (decrease thebelief of the urban areas that
are sealed), like parking lots and replace them for ex-
ample with water-permeable stone. A politician on
the other hand may place entire different beliefs on
the concepts in the context of flooding and mitigation
because he dislikes the idea of replacing concrete in
parking lots due to costs and dirty shoes, i.e. he has
different goals.

The assignment of the belief values to the con-
cepts can be done either manually by the involved par-
ties or (semi-) automatically through different tech-
niques like data mining, document analysis or graph
theoretical measures.

In our approach we propose to measure this con-
flict of belief via the notion of relative entropy, which
can be seen as a generalization of normal entropy. It is
more general in the sense, that we can write the usual
definition of entropy (ignoring signs)

E(p) = −
∑

i

pi log pi

also as
D(p||q) =

∑

i

pi log
pi

qi

if we setq1, . . . , qn = 1, denoting a uniform distribu-
tion. Since a uniform distribution of beliefs in an on-
tology is very unlikely, because it would mean abso-
lute indifference about what is important and not (ev-
erything would be equally possible), we choose rela-
tive entropy as a measure for conflict. This measure
allows arbitrary distributionsq as long as they comply
with the standard axioms for a probability distribution.
Thus the relative entropyD(p||q) describes the con-
flict of the different interpretations or semantics of the
ontology represented by the different beliefsp andq,
for example the different beliefs in flooding incentives



by politiciansp and hydrologistsq.

To actually measure the conflict between the in-
terpretations we choose a reference beliefq, that of
the domain experts for example, as to which we calcu-
late via relative entropy the conflict in regard to the be-
liefs p of the politicians. The result of this calculation
represents the conflict between two different interpre-
tations of the same ontology, in the example above the
conflict between maximum flood protection (hydrolo-
gist) and monetary issues (politician). This means, we
can assess the interpretation of the knowledge repre-
sented by the ontology and the corresponding belief
values in relation to other interpretations.

3.1 Interpretation

A low value of the relative entropy,

D(p||q) < 0.5

can be interpreted as having similar beliefsp in the
concepts of the ontology in regard to the reference be-
liefs q, and thus the interpretation and semantics of the
ontology are still valid. The actual value of0.5 is a re-
sult of the computations of relative entropy on a sim-
ple flooding ontology and is surely different for other
ontologies and applications. The minimum of conflict
is achieved if the beliefsp andq are equal, i.e. both
interpretations are the same, and henceD(p||q) = 0.
A high value of the relative entropy,

D(p||q) ≥ 0.5

denotes a significant conflict, which means that the be-
liefs p in the concepts of the ontology are very differ-
ent from the reference beliefsq. Therefore the inter-
pretation and semantics of the knowledge represented
by the ontology differs. One can also say, that the as-
sessment of the knowledge is different.

The difference between maximum and minimum
of the relative entropy,

Spec(p||q) := max
i

{D(pi||qi)} − min
i
{D(pi||qi)}

called spectrum, provides information about the pos-
sibility of a conflict. If the spectrum is very small, a
different interpretation cannot occur, but if we have a
large spectrum then there are a lot of different inter-
pretations possible. Also the spectrum gives informa-
tion about how different the interpretations may be.

1.0

concrete seal. forestwater

rural (Level 1)urbanrunoff

flooding and mitigation (Level 0)

inc.

0.8 0.2

forestwater

Figure 1: Simple example ontology. Thick lines areis-arelations,
dashed lines are causal relations.

4 Implementation and a possible ap-
plication

In a first step, a simple algorithm was devised to cal-
culate the relative entropy between the beliefs of some
reference ontology, represented by a simple taxonomy
with a tree structure, and all other possible beliefs with
accuracy of0.05. This means that the strength of the
beliefs could vary in steps of0.05, where the mini-
mum of a belief in a concept is0.05 and the maximum
depends on the value of the parent concept and its de-
scendants because of the requirement that the mini-
mum belief is0.05.

As an example look at figure 1, where we have as
root conceptflooding and mitigation, as its child con-
cepts regardingis-a relationsrural andurban areas.
As children ofurban areasconcrete sealing, forest,
waterand so on. The belief in our root concept would
be1 (important for our view on the world is now only
flooding and mitigation), urbanareas would be rather
important (belief is0.8) and we largely disregardrural
areas (0.2). The minimum that could be assigned to
concrete, forestor water would be0.05, though they
must sum up to the belief of the parent node, i.e.ur-
banareas= 0.8. That is, the beliefs in the children of
a concept should not exceed the belief in their parent.
This represents the constraint, that the concepts are
neither independent of each other, as it would be the
case if theis-a relations of each concept would sum
up to one. Nor do we require a complete assessment
of all states of the world, i.e. every concepts in the
ontology must sum up to one, as this implies, that all
the concepts are disjunct. Hence, the maximum belief
of concrete, forestor water in this example is0.7, be-
cause we have as requirement that the other two have
as minimum belief0.05.

Zero was not chosen as a minimum for the be-
liefs pi, because this would result in an infinite relative
entropy and thus infinite conflict between the interpre-



tations:
lim
pi→0

log
pi

qi

= ∞

This is understandable, because if we remove some
concept of our ontology (we do not belief in it any
longer), then a change of our model, that represents
how the world is shaped and works, occurres and it
may not be appropriate to compare it to the old ontol-
ogy for this specific part anymore.

Another constraint for the assignment of the be-
liefs is that every beliefpi on one level of the ontology
must sum up to one, i.e. the sum ofurbanandrural in
level 1 must be equal to one. This is necessary due to
the additivity requirement of the distributionsp andq
for the calculation of relative entropy.

Further it is a constructive algorithm, because
it assigns to every concept its beliefs valuepi, sub-
ject to the restrictions mentioned above, and calcu-
lates the relative entropy in regard to the reference be-
liefs qi. With this information it is possible to iden-
tify sets of beliefs, where the conflict is minimal,
0 ≤ D(p||q) < 0.5, or maximal,D(p||q) ≥ 0.5.
If sets representing minimal or maximal conflict are
available, one can also deduce how to adjust the be-
liefs of an ontology with large conflict to achieve a
belief structure with lesser conflict potential.

Another advantage of this method is its effective-
ness, because the calculation only requires the compu-
tations of sums, fractions and logarithms. This is not
the case if we would use other information-theoretic
distance measures, for example the Chernoff distance
[27], which requires computation of maxima (a non-
trivial optimization problem). The same problem is
encountered if we would use the principle of max-
imum entropy (and minimize the results to get the
minimum conflict) as it is done for example in non-
monotonic reasoning [28]

One possible application for this method could
be a fast assessment of the status quo regarding other,
more desirable states which are modeled by an ontol-
ogy. For example, the status quo in flood mitigation
is modeled by an ontology and given to experts in this
field. They make the appropriate changes with max-
imum flood protection in mind and then the conflict
between both ontologies is calculated, which provides
an average value about the changes that will occur.
This value can help for example decision makers in
assessing the consequences of the proposed changes
very fast, i.e. in case of emergency.

5 Conclusion

We have presented a new application of the notion of
relative entropy as a measure of conflict between dif-
ferent beliefs placed in an ontology, which is consis-
tent with the interpretation of entropy in information
theory. The measure is able to identify similar inter-
pretations and thus semantics of an ontology or rad-
ically different ones, depending on the value of the
relative entropy. This may not be the case if we would
compare just the belief values, because they may be
misleading in the case where a rather large difference
occurs between the beliefs, but the parent concept of
those beliefs is not animportant one, i.e. has a low
belief value.

Further research has to be done regarding the ex-
act numerical value, when a belief is seen as similar or
different to a reference belief, even though this may be
application dependent. The performance of the algo-
rithm computing the relative entropy for all possible
beliefs can also be improved because some computa-
tions are redundant. Another interesting aspect is how
a change of belief in the concepts affects the causal
relations in the ontology. For example, if we change
the belief in urban areas that are sealed withcon-
cretein figure 1, we want to asses how this affects the
causal implication (dashed lines) to therunoff, which
is strongly related to knowledge assessment.
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