On some capabilities of the SVD expansion to handle images
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Abstract: - This communication describes some image-compression concepts such as the transmitted energy of the digital signal and the relative error of the compressed image in function of the number and magnitude of the singular values used in the Singular Value Decomposition of the matrix that represents the original picture. Comparisons are made with wavelet-based techniques using a test image.
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1 Introduction

One of the most significant developments in scientific computation has been the increased use of the SVD in application areas that require the intelligent handling of matrix rank. Some researchers have studied this topic in connection with the treatment of images in the field of biomedical applications (see [1], [4] and [8] for details). Due to the achievements made in digital signal processing and image coding since 1980 by means of the construction of wavelets to form bases for square-integrable functions, and the great repercussion of that techniques, it is interesting to relate some concepts used in wavelet-based techniques to those used in the SVD-based techniques. The main goal of this comunication is to describe some of these concepts and to compare the results obtained via wavelets and via SVD in a particular test-case.

The structure of the comunication is the following. First, some results and concepts concerning the SVD of a real \( m \times n \) matrix are introduced. Next, some image-compression concepts are defined and the application of these concepts in terms of those used in SVD are established. Finally, some results are obtained by applying these concepts to the treatment of the portable greymap test-image called Lena and some conclusions are established.

2 The SVD expansion

Theorem 1. For any real \( m \times n \) matrix \( A \), there exist a real factorization:

\[
A = U S V^T
\]

where \( U \) is a \( m \times m \) real orthogonal matrix, \( V \) is a \( n \times n \) real orthogonal matrix , and the \( m \times n \) matrix \( S \) is real pseudo-diagonal with nonnegative diagonal entries \( \sigma_i, i = 1, 2, \ldots, \min\{m, n\} \), called the singular values of the matrix \( A \).

The \( \sigma_i \) are usually sorted in non-increasing order of magnitude. The set of singular values \( \{\sigma_i\} \) is called the singular spectrum of the matrix \( A \). The triplet \( (u_i, \sigma_i, v_i) \) is called the \( i \)-th singular triplet of \( A \).

Lemma 1. The number of singular values, different from zero, equals the algebraic rank of the matrix \( A \).

Lemma 2. Via the SVD, any real \( m \times n \) matrix \( A \) can be written as the sum of \( r = \text{rank}(A) \) rank one matrices:

\[
A = \sum_{i=1}^{r} \sigma_i u_i v_i^T
\]

where the \( (u_i, \sigma_i, v_i) \) is the \( i \)-th singular triplet of the matrix \( A \). The representation (2) is referred to as the SVD expansion or the outer-product expansion or the dyadic decomposition of \( A \). Following [5] it is usually to denote

\[
A_k = \sum_{i=1}^{k} \sigma_i u_i v_i^T
\]

whence \( k < r \), the rank-\( k \) expansion matrix.

Lemma 3. Frobenius norm of \( m \times n \) matrix \( A \) of rank \( r \):

\[
\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2} = \sqrt{\sum_{i=1}^{r} \sigma_i^2}
\]
where the $\sigma_i$ are the singular values of $A$. Proofs of the above Theorem and Lemmas can be found in references [2], [3], [5], [6] and [7].

2 Connection with image-processing concepts

Suppose there are $(r-k)$ small singular values of $A$ that can be neglected. Then, the matrix $A_k$ can be an adequate approximation of $A$ in digital processing applications.

**Definition 1.** Consider the sequence of vectors $a_i \in \mathbb{R}^{m \times 1}$, $i = 1, \ldots, n$, and the associated $m \times n$ matrix $A = (a_1, a_2, \ldots, a_n)$. Its total energy $E[A]$ is defined via the Frobenius norm of $A$:

$$E[A] = \| A \|_F^2$$

This definition corresponds to that of the energy of a discrete image stored as an array $A$ (see [9] for details).

**Definition 2.** The relative amount of energy of $A$ that is retained by $A_k$ is given by the quotient:

$$\frac{E[A_k]}{E[A]} = \frac{\sum_{i=1}^{k} \sigma_i^2}{\sum_{i=1}^{r} \sigma_i^2}$$

where equations (2), (3), (4) and (5) and the fact that $\text{rank}(A_k) = k$, have been used to set the last equality.

By compressing a picture it is meant, in image-processing terminology, converting the image stored in $A$ into a new format that requires less bits to transmit. Hence, $A_k$ can be considered as a rank-$k$ compressed version of $A$ that captures much of the energy of $A$ as possible.

**Definition 3.** In order to express how accurately a compressed image stored as a $m \times n$ matrix $C = \{c_{ij}\}$ approximates the original image $A = \{a_{ij}\}$, the relative difference $D(A, C)$ is defined by:

$$D(A, C) = \sqrt{\frac{\sum_{i,j=1}^{m,n} (a_{ij} - c_{ij})^2}{\sum_{i,j=1}^{m,n} a_{ij}^2}}$$

As a practical rule, if $D(A, C) \leq 0.05$ then matrix $C$ is an acceptable approximation to $A$ (see [9]).

**Theorem 2.** If $A_k$ is taken as a compressed version of $A$, the relative difference $D(A, A_k)$ is given by:

$$D(A, A_k) = \sqrt{\frac{\sum_{i=k+1}^{r} \sigma_i^2}{\sum_{i=1}^{r} \sigma_i^2}}$$

Proof. From Lemma 2 we have:

$$A = A_k + \sum_{i=k+1}^{r} \sigma_i u_i v_i^T$$

and then, the matrix $A - A_k$ admits the following Singular Value Decomposition:

$$\begin{pmatrix} u_{k+1} & \cdots & u_r \end{pmatrix} \begin{pmatrix} \sigma_{k+1} & & \vdots \\
 & \ddots & \\
 & & \sigma_r \end{pmatrix} \begin{pmatrix} v_{k+1}^T \\
\vdots \\
v_r^T \end{pmatrix}$$

and from Lemma 3, we conclude that

$$\|A - A_k\|_F = \sqrt{\sum_{i=k+1}^{r} \sigma_i^2}$$

Now, denoting by $\{c_{ij}\}$ the elements of $A$ and applying Definition 3, Lemma 3 and equation (11) we have:

$$D(A, C) = \sqrt{\frac{\sum_{i,j=1}^{m,n} (a_{ij} - c_{ij})^2}{\sum_{i,j=1}^{m,n} a_{ij}^2}}$$

which completes the proof. Notice that expression (8) gives a measure of the error in terms of the singular values of $A$ involved in the expansion.

3 Results

We use a standard test image, known as Lena, which appears frequently in the field of image processing, stored as a $512 \times 512$ matrix $A$. This image is shown in figure 1. Its values are grey-scale intensity values from 0 to 255. Compressing this image using the 4-
level Coiflet-12 wavelet transform, a compression ratio of 16:1 can be achieved with a relative difference $D(A, C) = 0.040$ (that ratio can be improved, see [9] for details). In order to achieve $D(A, C) \leq 0.040$ via the SVD it is necessary, according to expression (8), to make an expansion of $k$ terms such as:

$$\sum_{i=k+1}^{r} \sigma_i^2 \leq (0.040)^2 \sum_{i=1}^{r} \sigma_i^2 \quad (13)$$

Using MATLAB to evaluate the SVD, the singular spectrum of the matrix $A$ can be calculated. We obtain $r = \text{rank}(A) = 507$, and $k \geq 80$ to fulfill equation (13). Then, to obtain a relative difference less or equal to 0.040 we may use $A_{80}$ as a compressed version of $A$. The image obtained from $A_{80}$ is shown in figure 2. Using $u_i$ and $\sigma_i v_i^T$, $i = 1, \cdots, 80$, to transmit $A_{80}$, a compression ratio of 3:1 is achieved. In figures 3, 4 and 5 we show images from $A_{10}$, $A_{15}$ and $A_{70}$.

In figure 6 the plot of the transmitted energy against $k$ obtained from equation (6) is shown. The plot of the relative energy against $k$ derived from equation (8) is also presented, in figure 7, as an example of the applicability of the expressions described above. Notice, for example, that with an approximation of rank one, more than the 90% of the
energy of $A$ is transmitted. This figure reaches more than the 99\% with a rank $k \geq 50$ approximation.

4 Conclusions
Definitions of image-treatment theory in terms of matrix-algebra concepts that can be useful for image-SVD applications have been introduced. An expression that gives the relative difference between two images, according to that used on wavelet-based techniques, is described in terms of the Frobenius norm and the number of singular values used in the SVD expansion of $A$. This expression can be useful in image-treatment problems where the SVD is applicable. In order to optimize the compression ratio, research has to be done in the field of quantization and transmission of the compressed image stored in $A_k$ or in the $k$ vectors of each of the unitari matrices $U$ and $V$.
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