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Abstract. This paper analyzes the effect of various similarity measures namely inner product for 
un-weighted query terms, inner product for weighted query terms, cosine of the angle between 
query and document vectors and Euclidean distance. The study was motivated by the fact that 
many researchers especially in Malay document retrievals tend to use simple method of 
calculating similarity measure that is based on inner product for un-weighted query terms. This 
paper shows that Euclidean distance outperforms other similarity measures significantly. The 
results suggest that Euclidean distance should be used to improve performance of document 
retrieval systems.  
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1 Introduction 
There are many document retrieval systems 
and there have been many advances in areas 
such as keyword retrieval, similar file 
retrieval, automatic document classification 
and document summarization [1,3,5,6,12,13]. 
Methods to find similarity between query and 
documents have long been recognized as 
having a significant effect on the performance 
of text based document retrieval systems. 

In this study we investigate various 
methods of similarity measures in order to find 
the best method that can be used for Malay 
document retrieval systems.  

Much recent retrieval system is based 
mainly on user criteria [3] such as type of 
output presentation, amount of user effort 
needed for search and level of coverage of the 
target collection. The most important 
measures are: 

(a) ability of the system to retrieve 
wanted information 

(b) ability of the system to reject 
unwanted information. 

Several evaluation studies use test 
methodology based mainly on Recall value 
and Precision value that apply to a set of test 
similarities [7,8]. To generate Recall and 
Precision requires: 

(a) differentiation between similar 
retrieved documents and similar 
documents that are not retrieved 

(b) differentiation between similar 
documents that are relevant to input 
and similar documents that are not 
relevant to input. 

The classification technique of documents 
are based on Vector-Space models [9,10] and 
Probabilistic models. These methods make it 
possible to retrieve and classify texts 
according to arbitrary databases without 
referring to systematic classified information.   
 
 
 



 
2 Experimental Detail 
In any experimental document retrieval 
system, test collection consists of document 
database, set of queries for the database and 
relevance judgments that are formulated based 
on the queries[2,8,11]. 
 
 
2.1 Test Collection 
To date there is only one Malay test collection. 
This collection is compiled by Fatimah [4]. 
Fatimah has separated the Quranic document 
into 6236 documents  according to verses in 
Quran.  According to Salton [7,8] and Van 
Rijsbergen [11] documents in a collection 
must be independent from each other. 
However in current collection the documents 
are not independent.  There are some verses 
(documents) that cannot exist without their 
prior verses.  
 
 
2.1.1 New Collection   
We make a new compilation of documents by 
separating the documents into independent 
sections. Instead of 6236 documents in 
Fatimah’s collection, a new collection consists 
of 811 documents. 
 
 
2.1.2 Query Statements 
In this experiment, the query statements are 
taken from Fatimah’s collection [4]. There are 
36 natural language query statements in the 
collection.  
 
 
2.1.3 Relevance Judgment 
We make a new compilation of user-defined 
relevance judgment based on a new document 
collection. 
 
 
2.2 Similarity Measure 
Similarity between query and document is 
based on query terms vector and document 
terms vector. The weight of each term is given 
by the following equations: 
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in – no. of documents where term i exist. 
N – no of documents in a collection. 
  

A weight for each query term is as follows [2]: 
 

(0.5 0.5* )      (4)iq iq iW tf idf= + ×  

Our study focuses on four different methods of  
finding similarity between query and 
document. The mathematical equation for 
each method is as follows: 
 
(a) Inner product for un-weighted query terms 
 

  ( )*         (5)ij iqiprod W W=∑
 
 where Wiq = 1 if term i exists in a query or 0 
otherwise. 
 
(b) Inner product for weighted query terms 
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where Wiq  is calculated using equation (4) 
above. 
 
 
 
 
 



(c) Cosine of the angle 
 
The Cosine of the angle between query vector 
and document vector is given by the following 
equation: 
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(d) Euclidean distance 
 
The distance between two points in vector 
space is given by the following equation: 
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2.3 Evaluation 
There are many ways to evaluate document 
retrieval systems [11]. In our experiment we 
use precision at standard recall points and R-
precision to compare effectiveness of  the 
systems.  
 

number of documents retrieved and relevantRecall(R)=
total relevant documents from collection

 

 
number of documents retrieved and relevantPrecision(P)=

total documents retrieved from collection
 

 
To further compare effectiveness of the 
systems, we use R-precision that is the 
precision at the R-th position in the ranking of 
results for a query that has R relevant 
documents [2]. 
 
 
3 Result 
The experimental results in table 1 to table 4 
show standard recall (R), precision (P) for 
retrievals using inner product for un-weighted 
query terms, inner product for weighted query 
terms, cosine of the angle between query and 
document vectors and Euclidean distance. 
 
Method 1 – Inner Product for un-weighted 
query terms 

Method 2 – Inner Product for weighted query 
terms 
Method 3 – Cosine of the angle 
Method 4 – Euclidean Distance 
 
Table 1 
Precision at standard recall for method 1 

Recall Precision 
0.1 0.31290 
0.2 0.22981 
0.3 0.16964 
0.4 0.14928 
0.5 0.14880 
0.6 0.13052 
0.7 0.11580 
0.8 0.07756 
0.9 0.05789 
1.0 0.03379 

Average 0.14260 
 
Table 2 
Precision at standard recall for method 2 

Recall Precision 
0.1 0.37202 
0.2 0.27268 
0.3 0.24244 
0.4 0.21182 
0.5 0.19251 
0.6 0.16339 
0.7 0.14194 
0.8 0.10354 
0.9 0.07768 
1.0 0.05356 

Average 0.18316 
 
Table 3 
Precision at standard recall for method 3 

Recall Precision 
0.1 0.37490 
0.2 0.30985 
0.3 0.27753 
0.4 0.24182 
0.5 0.23175 
0.6 0.20123 
0.7 0.18187 
0.8 0.13276 
0.9 0.10328 
1.0 0.07853 

Average 0.21335 
 



 
Table 4 
Precision at standard recall for method 4 

Recall Precision 
0.1 0.39583 
0.2 0.30824 
0.3 0.27180 
0.4 0.23302 
0.5 0.20925 
0.6 0.18583 
0.7 0.16165 
0.8 0.13527 
0.9 0.11303 
1.0 0.10159 

Average 0.21155 
 
 

Fig. 1 shows method 1 yield lowest precision 
at every recall point, followed by method 2. 
Method 3 and 4 produce better result and they 
perform equally good. At some recall points 
method 3 is better than method 4. 

Analysis from table 5 shows that method 3 
and 4 share 47.2% the same value of R-
precision. Out of 36 queries, method 4 has 
higher R-precision for 15 queries compared to 
only 4 queries for method 3. 
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Fig.1. Average precision at standard recall for four methods of similarity measure

 
 
 
 
 
 
 
 



 
Table 5 
R-precision for each query for four methods of similarity measure 

Query Method 1 Method 2 Method 3 Method 4 
1 0.00000 0.14286 0.14286 0.14286 
2 0.20000 0.20000 0.20000 0.20000 
3 0.19231 0.19231 0.15385 0.23077 
4 0.00000 0.00000 0.00000 0.00000 
5 0.02778 0.02778 0.02778 0.11111 
6 0.16667 0.33333 0.33333 0.33333 
7 0.00000 0.00000 0.00000 0.00000 
8 0.12500 0.12500 0.25000 0.25000 
9 0.00000 0.00000 0.00000 0.00000 

10 0.00000 0.00000 0.00000 0.00000 
11 0.28125 0.31250 0.25000 0.25000 
12 0.46364 0.45455 0.42727 0.26364 
13 0.00000 0.00000 0.00000 0.00000 
14 0.00000 1.00000 1.00000 1.00000 
15 0.08511 0.08511 0.08511 0.17021 
16 0.00000 0.00000 0.00000 0.33333 
17 0.25000 0.25000 0.00000 0.25000 
18 0.06250 0.06250 0.06250 0.12500 
19 0.22222 0.16667 0.16667 0.16667 
20 0.09091 0.09091 0.09091 0.09091 
21 0.43590 0.48718 0.52564 0.46154 
22 0.12500 0.12500 0.12500 0.12500 
23 0.32759 0.46552 0.51724 0.53448 
24 0.27273 0.54545 0.54545 0.63636 
25 0.00000 0.00000 0.00000 0.00000 
26 0.42012 0.42604 0.44379 0.49704 
27 0.24242 0.25758 0.31818 0.37879 
28 0.46875 0.43125 0.44375 0.45625 
29 0.00000 0.00000 0.00000 0.06667 
30 0.02703 0.08108 0.02703 0.08108 
31 0.00000 0.00000 1.00000 0.00000 
32 0.25000 0.19792 0.27083 0.33333 
33 0.12500 0.12500 0.12500 0.12500 
34 0.35417 0.45833 0.47917 0.43750 
35 0.00000 0.00000 0.00000 0.19231 
36 0.00000 0.00000 0.00000 0.00000 

 
 
 
 
 
 
 

 
 



4 Conclusion 
Many document retrieval systems use simple 
method to calculate similarity between query 
and document. This paper shows inner product 
for un-weighted query terms and inner product 
for weighted query terms produce poor result. 
Euclidean distance outperforms other three 
measures. 
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