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Abstract: In this paper, we search for a suitable way of characterizing antennas in a wide band of fre-
quencies. First, a canonical antenna is characterized by conventional parameters in frequency domain 
(directivity pattern, gain, input impedance) on each separate harmonics, and their mean-value counter-
parts are formulated and discussed. Second, the analysis is performed in the time domain, and following 
the frequency domain characterization, time-domain parameters are formulated. The correspondence 
between frequency-domain parameters and time-domain ones is shown using Parseval’s theorem. Con-
clusions are illustrated by numerical examples. 

A novel formulation of time-domain antenna parameters and using Parseval’s theorem to show the cor-
respondence between mean-value time-domain parameters and mean-value frequency-domain ones are 
the original contributions of this paper. 
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1 Introduction 

Launching new entertainment and commu-
nication services (digital TV broadcasting, 
teleconferences, etc.), broadband components 
of the communication chain have to be care-
fully designed and selected. In the design and 
selection process, very important role is played 
by a proper characterization of electronic de-
vices, including antennas. In this paper, anten-
nas are used as a prototype component we 
exploit for explaining principles. 

All the well-known antenna parameters (di-
rectivity pattern, gain, input impedance, etc.) 
are formulated in the frequency domain [1]. If 
the communication components are going to be 
characterized in detail in a wide band of fre-
quencies, respective physical quantities have to 
be measured or computed on a huge number of 
harmonics. Such an approach might be labo-
rious and time demanding [2]. Details are gi-
ven in Section 2 of this paper. 

In the last decade, attention is turned to the 

time-domain approaches to computing and 
measuring parameters of broadband structures. 
Exciting a structure a by narrow-enough Gaus-
sian pulse, behavior of the investigated struc-
ture can be characterized within a single run of 
computation or measurement [3], [4]. Due to 
the conventional understanding of antenna pa-
rameters in the frequency domain, results of 
the time-domain analysis or measurement are 
usually transformed to the frequency domain 
using fast Fourier transform, and antenna para-
meters are then evaluated for each separate 
harmonics by the usual methods. Such a way, 
advantages of time-domain analyses or measu-
rements might be significantly depressed [5]. 

Scanning papers on the time-domain cha-
racterization, which were published in the last 
decade, few relevant contributions were found: 

• In [6], time-domain results were used for 
computing antenna gain, directivity pat-
tern and input impedance directly in the 
time domain evaluating mean values of 



physical quantities and producing mean-
value antenna parameters. 

• In [7], time-independent parameters of 
transmitting antennas and receiving ones 
were formulated computing the autocorre-
lation of time-dependent quantities; para-
meters are of the energy-gain nature. 

• In [8], a detailed comparison of time-do-
main directivity patterns and frequency 
domain ones was given. 

• In [9], an analytical formulation of the ti-
me-domain reflection coefficient for a 
conductive half-plane is derived. In [11], 
an analytical formulation of the time-do-
main surface impedance for a lossy half-
plane is given. 

Considering the above-given survey, we can 
conclude: 

• Except of directivity patterns [8], no paper 
discuses temporal formulation of time-do-
main parameters. Analytical formulations 
of the time-domain reflection coefficient 
[9] and the time-domain surface impedan-
ce [11] are valid for half-planes only. 

• No paper discuses the exploitation of Par-
seval’s theorem for comparing mean-va-
lue antenna parameters in both the do-
mains. Nevertheless, the approach is very 
similar to the autocorrelation formulation 
given in [7]. 

In Section 3, we discuss a possible temporal 
formulation of antenna parameters. In Section 
4, we compare time-domain parameters and 
frequency-domain ones using Parseval’s the-
orem. Section 5 concludes the paper. 

 
Fig. 1 Symmetrical wire dipole as a canonical 

testing structure. 

For simplicity, we chose a symmetric wire 
dipole oriented into the z-axis of the Cartesian 
coordinate system as the canonical testing 
structure (Fig. 1). The antenna is excited by the 
uniform plane wave (electric field intensity 
oriented into the z direction), which propagates 
perpendicularly with respect to the antenna 
axis. The antenna is placed in vacuum. 
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The  antenna  is analyzed  to obtain  current 

distribution in both the domains. Current distri-
bution is processed to directly obtain antenna 
parameters in the respective domain. 

In numerical simulations, we assume the di-
pole length 2h = 1 m, the antenna radius a = 1 
millimeter, perfect conductivity of the antenna 
wire and free-space surrounding. 

2 Frequency Domain 
The antenna is numerically analyzed by the 

standard method of moments [12]: the antenna 
wire is divided into Nz = 200 one-dimensional 
segments, currents on segments are approxima-
ted by a piecewise-constant function, residual 
error is minimized applying Dirac pulses as 
weighting functions. Frequency-domain analy-
sis is performed from 7.5 to 3 000 MHz with 
frequency step 7.5 MHz. As a result, we obtain 
column vector of currents on antenna segments 
for the angular frequency ω of the analysis 
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where Nz is the number of the antenna seg-
ments and T denotes the transpose. 

From the current distribution, we can evalu-
ate the far-field directivity pattern 
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the gain of the dipole in the direction ϑ 
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and the input impedance of the antenna 
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All the parameters are related to the canonical 
antenna on the specific angular frequency ω. 

In the relations (2) to (4), ϑ and r are the 
coordinates in the spherical coordinate system 
(ϑ is an angle from the antenna axis, r is the 
distance between the center of the coordinate 
system and an observation point), ω denotes 
angular frequency of the analysis, λ is the cor-
responding wavelength and k denotes the cor-
responding wavenumber, µ0 is permeability of 



vacuum and j denotes the imaginary unit. Fur-
ther, ∆z denotes the length of the antenna dis-
cretization segment (all the segments are of the 
same length), Inz(ω) is the current on the seg-
ment no. nz, and ∆rnz denotes the space shift of 
the wave radiated by the segment no. nz and 
the segment no. n1. The symbol ∆θ = 1° = 
= (π/180) rad denotes the angular step in nu-
merical integration in the denominator of (3). 
Finally, Ufeed(ω) and Ifeed(ω) are voltage and 
current on the feeding segment of the dipole on 
the angular frequency ω. 

When computing currents in relations (2) to 
(4), we divided the antenna wire to Nz = 19 
segments and we repeated the analysis 400 ti-
mes (from 7.5 MHz to 3 000 MHz with the fre-
quency step 7.5 MHz). Performing the analysis 
in MATLAB 6.1 on a regular PC (AMD Ath-
lon XP 2000+, 512 MB RAM, MS Windows 
2000), computations consumed (16.69 ± 0.02) 
seconds of CPU-time. 

Substituting computed currents to (2), we 
can evaluate normalized directivity patterns on 
specified frequencies (see Fig. 2). 
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Fig. 2 Normalized directivity patterns of the 
canonical structure for the whole inves-
tigated frequency band. 

Substituting computed currents to (3), an-
tenna directivity can be computed for the di-
rection, which is perpendicular to the antenna 
axis (ϑ = 90° or ϑ = 270°). The computed di-
rectivity is depicted in Fig. 3. 

Comparing Fig. 2 and Fig. 3, we can obser-
ve an obvious correspondence: the gain rea-
ches maxims on frequencies, on which the 
main lobe is oriented to perpendicular direction 
with respect to the antenna axis. If there is null 
of the pattern in the specified direction, gain is 
of zero value also. 

Substituting computed currents to (3), we 
can evaluate impedance characteristics of the 
antenna (see Fig. 4). 
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Fig. 3 Directivity of the canonical structure in 

the direction perpendicular to the anten-
na axis for the whole investigated fre-
quency band. 

Frequency dependencies of directivity pat-
terns, gain and input impedance seem to be 
realistic by the frequency fcrit = 1 000 MHz. On 
upper frequencies, parameters do not meet the 
theory. 

The problem is caused by the fact that the 
ratio of antenna segment length to wavelength 
varies from 1.25 ⋅ 10-3 on the lowest frequency 
fmin = 7.5 MHz to 500 ⋅ 10-3 on the highest fre-
quency fmax = 3 000 MHz. On the critical fre-
quency fcrit = 1 000 MHz, the ratio is 167 ⋅ 10-4. 
Recommendations given in [12] require the 
ratio being lower than 100 ⋅ 10-4. 

 
Fig. 4 Input impedance of the canonical stru-

cture for the whole investigated frequ-
ency band. 
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In order to overcome this difficulty, adapti-
ve mesh refinement related to the frequency of 
the analysis has to be implemented. Such a 
procedure increases CPU-time demands of the 
computation, of course. 



3 Time Domain 
The antenna is numerically analyzed by the 

time-domain integral-equation method [3]. For 
the analysis, explicit formulation of the method 
is elected, because: 

• Formulation gives more accurate results; 
• Discretization step in time has no lower 

limit, and therefore retarded waves can be 
computed with an arbitrary accuracy; 

• Matrix inverse has not to be computed. 

In order to analyze the canonical structure in 
the identical frequency range with the identical 
frequency resolution as in frequency domain, 
the antenna is excited by Gaussian pulse [3] 
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where the coefficient γ is given by [3] 
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Eϑ0 = 120 π  V/m is electric field intensity in 
the origin of the coordinate system, c = 3 ⋅ 10-8 
meters per second is velocity of light. Width of 
Gaussian pulse has to be set to T = 2 LM in 
order to excite strong enough harmonics up to 
3 GHz (antenna is analyzed in approximately 
the same frequency range as in the frequency 
domain). If the antenna wire is divided into 
Nz = 21 one-dimensional segments (the same 
discretization as in the frequency domain), the 
discretization step in time should be chosen as 
c ∆t = 0.05 LM in order to meet the stability 
condition. The transients are computed for the 
time interval Ttot = 150 LM, which corresponds 
to the frequency resolution ∆f = 2 MHz (com-
pared to 7.5 MHz in frequency domain). 

The abbreviation LM in the above parag-
raph denotes the light meter [3]. 

Currents on segments are approximated by 
a piecewise-constant function, residual error is 
minimized applying Dirac pulses as weighting 
functions. As a result, we obtain the column 
vector of currents on antenna segments for the 
time instants t of the analysis 
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where Nz is the number of the antenna seg-
ments and T denotes the transpose. 

From the current distribution, we can evalu- 

ate the far-field directivity pattern 
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Here, the first time derivative of current is ap-
proximated by central difference. If the time 
instant t ± ∆t – ∆rn/c does not meet the samp-
ling moment, the actual value of current is 
estimated using linear interpolation between 
neighboring current samples. The symbol ∆t 
denotes the temporal sampling step, and other 
symbols were explained before. 

On the basis of current distribution (7), gain 
of the dipole in the direction ϑ can be evalu-
ated according to 
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Following the approach proposed in Section 2, 
one might formulate the time-domain input im-
pedance of the antenna as follows: 

 . (10) 

In relations (8) to (10), all the temporal para-
meters are related to the canonical antenna in 
the specific time instant t. 

( ) ( ) ( )tItUtZ feedfeed=

From the practical point of view, (10) is in-
applicable due to the zero samples of current in 
the feeding gap in the center of the dipole. We 
therefore convert the feeding voltage Ufeed(t) 
and the feeding current Ifeed(t) into the frequen-
cy domain and compute input impedances on 
respective harmonics (4) in order to determine 
the frequency range within the time-domain 
analysis provide accurate results (see Fig. 5). 

When computing currents in relations (8) to 
(10), we divided the antenna wire to Nz = 19 
segments and we evaluated 3 150 time samples 
of current distribution on the antenna (compa-
red to 400 analyses in the frequency domain). 
Performing the analysis in MATLAB 6.1 on a 
regular PC (AMD Athlon XP 2000+, 512 MB 
RAM, MS Windows 2000), computations con-
sumed (19.38 ± 0.02) seconds of CPU time 
compared to (16.69 ± 0.02) seconds of CPU-
time in frequency domain. Hence, demands on 
computational resources are similar in both the 
domains. 
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Fig. 5 Input impedance of the canonical stru-

cture for the whole investigated time in-
terval when transformed to the frequen-
cy domain. 

Comparing impedance characteristics based 
on the frequency domain analysis (Fig. 4) and 
time-domain analysis (Fig. 5), we can conclude 
the accuracy of both the approaches is similar. 

In Fig. 6, time-domain directivity patterns 
(relation 8) are depicted for all the iteration 
steps of the analysis. During the presence of 
the excitation Gaussian plane wave, the pattern 
is slightly deformed. Later, maximum of the 
pattern is oriented to various possible directi-
ons except of the antenna axis (see Fig. 2). Sin-
ce the temporal samples of electric field inten-
sity contain all the excited harmonics, the pat-
tern is corrupted by inaccuracies on higher fre-
quencies. 
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Fig. 6 Normalized directivity patterns of the 

canonical structure for the whole inves-
tigated time interval. 

Similar conclusions can be done when com-
puting time course of directivity. 

4 Comparisons 
Antenna parameters  computed  in both the 

domains can be directly compared using Par-
seval’s theorem: 
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Integrating electric field intensities from the 
frequency domain (2) and the time domain (8) 
over the whole range of analysis, we can ob-
tain mean-value directivity patterns, which ha-
ve to correspond each other. Observing Fig. 7, 
differences between mean-value patterns can 
be detected. Nevertheless, the basic directional 
behavior of patterns corresponds each other. 
Detailed explanations of the differences are 
under intensive investigation at the present. 

Similarly, mean-value directivity in both 
the domains can be defined. For the time do-
main, we obtain 

 

and for the frequency domain, we get 
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The percentage difference between the results 
equals to 8.0 %, which can be considered as a 
satisfactory accuracy. 

5 Conclusion 
The paper brings the detailed comparisons 

of time-domain and frequency-domain broad-
band characterization approaches of communi-
cation devices. As a canonical structure explo-
ited to demonstrate the discussed principles, 
symmetrical wire dipole was used. As the ana-
lysis tool, the method of moments in both the 
domains was applied. Parameters of moment 
methods were set to provide comparable re-



sults. Both the methods are of similar CPU-ti-
me demands. 

 
Fig. 7 Comparisons of mean-value directivity 

of the canonical structure in the direc-
tion perpendicular to the antenna axis. 
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Frequency-domain characterization seems 
being advantageous thanks to the possible eli-
mination of inaccurate results on higher fre-
quencies. In the time domain, results have to 
be converted to the frequency domain first, and 
then, the elimination can be performed. 

Analysis results were used to formulate 
mean-value parameters, and Parseval’s the-
orem was utilized to compare mean-value re-
sults in both the domains. Whereas the direc-
tivity exhibits a satisfactory correspondence, 
directivity pattern correspondence shows dif-
ferences. 
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