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Abstract: Key distribution patterns (KDPs) are finite incidence structures satisfying a certain property which makes
them widely used in minimizing the key storage and ensuring the security of communication between users in a
large network. In this paper we discuss the close connection between resolvable designs and KDPs, and convert the
constructions of KDPs into the constructions of resolvable designs. Finally, we give a construction of (q2, q, 1)-
ARBIBD and generalize it to constructions of resolvable design with qn (n is a integer and n ≥ 2) points by
mathematical induction.
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1 Introduction
Key distribution is one of the major problems in com-
munication and network security. In a large network,
the capability of secure communication between ev-
ery pair of users is required, thus key management be-
comes a very significant problem.

More formally, suppose v users, P1, P2, . . . , Pv

say, are connected in a network, every pair of users
{Pi, Pj} requires a distinct cryptographic key known
to them but not to the others to secure their communi-
cations. When Pi and Pj want to communicate with
each other in a secure way, the key distribution centre
(KDC) generates a random key to be used by them,
and then sends it to Pi and Pj encrypted with their
respective key encrypting keys. This type of system
clearly requires each user to store (v − 1) keys and
usually for the KDC to store 1

2v(v− 1) keys. The dis-
advantage is that the large amount of key storage are
required both at each user and at the KDC in a large
network.

Key distribution patterns have been studied exten-
sively and under different guises.

In 1988, C. Mitchell and F. Piper in [1] pro-
posed a certain special kind of finite incidence struc-
ture called key distribution patterns (KDPs) for reduc-
ing the large storage requirement and gave some sim-
ple examples of (G, F)-KDPs and made use of previ-
ous research in the area of design theory in order to
construct KDPs.

The second approach to (G, F)-KDP construc-
tions is to construct (G, F)-KDPs from other mathe-

matical objects. C. M. O’Keefe [3] used special finite
geometric structures such as Inversive, Minkowski
planes and Laguerre planes to construct (t, ω)-KDPs
with storage requirements lower than the trivial dis-
tribution system. K. A. S. Quinn [7, 8] constructed
KDPs from finite projective planes and affine planes.
Stinson [11, 12] used design theory, orthogonal and
perpendicular arrays in order to construct specific (G,
F)-KDPs with particular properties.

The third approach to (G, F)-KDP constructions
uses probabilistic techniques. In 1994, Ruszink’o [9]
used a combinatorial approach to give an upper bound
for (t, ω)-KDPs. In 1991 and 1999, Quinn [7, 8] pre-
sented several lower bounds for (t, ω)-KDPs using
combinatorics and design theory. In 1997 and 1998,
Stinson [11, 12] used resilient functions for improving
the efficiency of (G, F)-KDPs.

Manjusri Baus [6] gave a construction of resolv-
able designs of order p2, where p is a prime. S.
Kageyama [10] gave an inequality about the number
of b for RBIBDs which are not affine resolvable.

In this paper, we begin with Section 1 where we
highlight the importance of key management and dis-
cuss previous work completed by other authors. Sec-
tion 2 contains the mathematical structure necessary
for this paper. Section 3 focusses upon key distri-
bution patterns which form the basis of this thesis,
presents the relationships between Resolvable designs
and KDPs and discuss the bound on the number of
blocks. Section 4 we examine different approaches
to the construction of resolvable design with q2, q3
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points and sets up the general situation with qn points
by mathematical induction. Section 5 summarizes the
main contributions of this thesis and highlight areas of
future study that follow from our work.

2 Finite Incidence Structures and
Resolvable designs

The subject combinatorial design is extensively used
in this paper. We begin with some definitions about
design theory adopted from [1, 4].

Definition 1 A finite incidence structure K =
(P,B, I), where P is a nonempty finite set of elements
called points, B is a collection of nonempty finite sub-
set of P called blocks and I ∈ P × B is a binary
relation between P and B.

If (P, x) ∈ I, where P ∈ P and x ∈ B, then we
say that P is incident with x or x is incident with P .

We usually use v and b denotes the total number
of points and blocks respectively, i.e., v = |P|, b =
|B|, and call v be the order of P .

Definition 2 Let K = (P,B, I) be a finite incidence
structure, where P = {P1, P2, · · · , Pv} and B =
{B1, B2, · · · , Bb}. For 1 ≤ i ≤ v, 1 ≤ j ≤ b, let

aij =

{
1, If i ∈ Bj

0, If i /∈ Bj
,

then the 0-1 matrix

A =


a11 a12 a13 · · · a1b
a21 a22 a23 · · · a2b
a31 a32 a33 · · · a3b

...
...

...
...

av1 av2 av3 · · · avb


called the incidence matrix of K.

We sometimes specify an incidence structure by
listing sets of points, each set incident with a block. It
is possible for two blocks of a structure to be incident
with the same set of points. When this happens we
say that the structure has repeated blocks. When a
structure has no repeated blocks, we often identify a
block with the set of points with which it is incident.

A structure is said to be uniform if every block
is incident with a constant number of points (which
we usually denote by k), and regular if every point
is incident with a constant number of blocks (usually
denoted by r).

If a structure is not uniform, for 1 ≤ j ≤ b, let
kj = |(xj)|, where (xj) represent the se of points in-
cident with a block xj . If a structure is not regular,
for 1 ≤ i ≤ v, let ri = |(Pi)|, where (Pi) repre-
sent the set of blocks incident with a point Pi. Finally,
for 1 ≤ i, j ≤ v, i ̸= j, let λ(i, j) = |(Pi) ∩ (Pj)|
and s(i, j) = |(xi) ∩ (xj)|, where (Pi) ∩ (Pj) de-
notes the set of blocks incident with both Pi and Pj ,
and (xi)∩ (xj) denotes the set of points incident with
both xi and xj .

A design is a uniform structure with no repeated
blocks.

Example 3 [7] The following structure with point set
{1, 2, 3, 4, 5, 6, 7, 8} and block set

{1, 3, 5, 7}, {1, 4, 5, 8}, {1, 3, 6, 8}, {1, 4, 6, 7},

{2, 4, 6, 8}, {2, 3, 6, 7}, {2, 4, 5, 7}, {2, 3, 5, 8},

{1, 2}, {3, 4}, {5, 6}, {7, 8},

{1, 2}, {3, 4}, {5, 6}, {7, 8}.

Clearly, it is a finite incidence structure but not a
design because the block set above is regular, but not
uniform.

Definition 4 Let v, k, λ and t be integers such that
v ≥ k ≥ 2, λ ≥ 1 and t ≥ 0. Let X be a set
of elements, called points, and let B be a collection
of nonempty subsets of X , called blocks. The pair
(X,B) is called a t-(v, k, λ) design or, simply, a t-
design, if the following properties are satisfied:

1. |X| = v.

2. Each block contains exactly k points.

3. Every subset of t distinct points is contained in
exactly λ blocks.

Remark 5 If t = 2, the pair (X,B) is called a
(v, k, λ) balanced incomplete block design or, simply,
a (v, k, λ)-BIBD.

Theorem 6 [4] In a (v, k, λ)-BIBD, the number of
blocks which contain any given point is equal to

r =
λ(v − 1)

k − 1
.

the total number of blocks is equal to

b =
λv(v − 1)

k(k − 1)
.
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Definition 7 Let (X,B) be a (v, k, λ)-BIBD. A par-
allel class in (X,B) is a subset of disjoint blocks from
B whose union is X . A partition of B into several par-
allel classes is called a resolution, and (X,B) is said
to be resolvable if B has a resolution. A resolvable
(v, k, λ)-BIBD is also denoted by (v, k, λ)-RBIBD.

Theorem 8 [4] Let (X,B) be a (v, k, λ)-BIBD. If
(X,B) has a parallel class, then k|v and each paral-
lel class contains v/k blocks, and if (X,B) is resolv-
able then B is partitioned into b/(v/k) = r parallel
classes.

Theorem 9 [4](Bose Inequality) If there exists a
nondegenerate resolvable (v, b, r, k, λ)-BIBD, then
b ≥ v + r − 1.

Theorem 10 [4] In a (v, b, r, k, λ)-BIBD, b ≥ v+r−
1 if and only if r ≥ k + λ.

Definition 11 A resolvable BIBD with b = v + r − 1
(or, equivalently, r = k + λ) is called affine resolv-
able. Affine resolvable BIBD is abbreviated as AR-
BIBD.

Theorem 12 [10] If there exists a resolvable
(v, b, r, k, λ)-BIBD which is not affine resolvable,
then b ≥ 2v + r − 2 and r ≥ λ+ 2k.

In addition, from Theorem 1.1 of [12], for a
(v, b, r, k, λ)-BIBD, we know

b ≥ ⌈(v − k)3

v2
⌉+ 2r − λ.

Then for a resolvable BIBD with v = sk, b = sr, we
obtain

Theorem 13 [13] For a resolvable BIBD with pa-
rameters v = sk, b, r, k, λ, and with an integer s ≥ 2,
an inequality

b ≥ 2 + [
(v − k)(b− r − 1)2

b− v − r + k + (b− 2r + λ)(v − k − 1)
]

Theorem 14 [13] For a resolvable BIBD with pa-
rameters v = sk, b, r, k, λ, and when s = 2

b ≥ rk(k − 1)

r − k + λ(k − 1)
≥ 4λ+ 2 ≥ v + r − 1,

when s ≥ 3

b ≥ s2λ+ s ≥ rk(k − 1)

r − k + λ(k − 1)
≥ v + r − 1

hold. The equality signs hold at the same time when
and only when the BIBD is affine resolvable in each
case.

3 Key Distribution Patterns and Re-
solvable designs

3.1 Key Distribution Patterns
Mitchell and Piper were the first to investigate key dis-
tribution pattern and gave the definition of ω-KDP [1].

Definition 15 Let v ≥ 3 and let ω be an integer with
1 ≤ ω < v − 2. A ω-KDP on v points is a finite
incidence structure K = (P,B, I) with v points such
that for any pair of points Pi, Pj , we have

(Pi)
∩

(Pj) ̸⊆
ω∪

i=1

(Qi),

for any points Q1, · · · , Qω ∈ P \ {Pi, Pj}.

Many other papers also use this concept, see Gω
n-

KDP in [2].

Definition 16 A finite incidence structure K =
(P,B, I) is a Gn-KDP, iff the internal structure of
K at P ∈ P is a Gn−1-KDP. And a Gn-KDP has
some properties which secure against collusion by up
to some number ω of users, such a special Gn-KDP is
called Gω

n-KDP.

In this paper, it also showed that any (n + 1)-
(v, k, λ) design is a Gn-KDP, and a Gn+1-KDP is
again a Gn-KDP, that is, Gn+1-KDP⊂Gn-KDP⊂Gn-
KDP⊂· · · (n ≥ 2).

Julia Novak [5] gave the definition of generalized
key distribution pattern as follows. Let 2P be the set
of all subset of users, then G ⊆ 2P be the collection
of all privileged subsets of users who can calculate the
secret key, and F ⊆ 2P be the collection of all forbid-
den subsets of users who are prohibited to obtain some
information about key.

Definition 17 Let K = (P,B, I) be a finite incidence
structure and let G and F be families of non-empty
subsets of P . Then K is called a (G, F)- Key Distri-
bution Pattern (or (G, F)-KDP), if for all G ∈ G and
F ∈ F such that G ∩ F = ∅,∩

P∈G
(P ) ̸⊆

∪
Q∈F

(Q).

In many situations it is appropriate to define the
privileged and forbidden subsets of a general (G, F)-
KDP according to their cardinality. More specifically,
we define:

1. the set of privileged subsets to be all sets of users
of some maximum specified cardinality, say t;
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2. the set of forbidden subsets to be all sets of users
of some maximum specified cardinality, say ω.

Then using the above notations, we can rewrite
the Definition 17 in the following form which are
more specific.

Definition 18 Let P be the set of all users in the net-
work, then for t, ω ≥ 1, G = {G ∈ 2P : 1 ≤ |G| ≤ t}
and F = {F ∈ 2P : 1 ≤ |F | ≤ ω}, we refer to (G,
F)-KDP defined in this way as cardinality, or more
precisely as (t, ω)-KDP.

In this paper we use another definition of (G, F)-
KDP, which is essentially the dual formulation of the
one given in [1].

Definition 19 Let P = {1, 2, · · · , v} be the set of net-
work users, B = {B1, B2, · · · , Bb} be families of
non-empty subsets of network users, and G, F be fam-
ilies of non-empty subsets of network users, we say
that (P,B) is a (G, F)-KDP if

{Bj |G ⊆ Bj , F ∩Bj = ∅} ̸= ∅

for all G ∈ G and F ∈ F and G ∩ F = ∅.

Note that a KDP can conveniently be represented
by v × b incidence matrix A = (aij) which is defined
as follows

aij =

{
1, If i ∈ Bj

0, otherwise

and for any user i ∈ P , we define

ri = |{Bj : i ∈ Bj}|.

3.2 Applications of Resolvable designs to
KDPs

From [2], we know that 3-design is a (2, 1)-KDP, so
we begin with 3-design.

Theorem 20 A resolvable (2k, k, λ)-BIBD is a
(2, 1)-KDP.

Proof: We just need to prove that the resolvable
(2k, k, λ)-BIBD is a 3-design.

Suppose that (X,B) is a resolvable (2k, k, λ)-
BIBD with b = 2r blocks and B is partitioned into
r parallel classes. Each parallel class contains two
blocks.

Let x, y, z be any three distinct points of X and
let Cx be the number of blocks in B which contain x,
but not y and z, and let Cxy be the number of blocks
in B which contain x and y, but not z.

We define Cy, Cz , Cxz , Cyz in the same way.
Also, denote the number of blocks in B which con-
tain all x, y, z by Cxyz . Every pair of distinct points is
contained in exactly λ blocks, then

Cxy + Cxyz = Cyz + Cxyz = Cxz + Cxyz = λ.

The number of blocks in B which contain x is equal
to

Cx + Cxy + Cxz + Cxyz = r.

Since each parallel class contains two blocks, we ob-
tain Cx = Cyz. Then

Cyz + Cxy + Cxz + Cxyz = r.

From the above equations, it follows that

Cxyz =
3λ− r

2
=

λ(k − 2)

2(k − 1)
.

Therefore (X,B) is a 3-(2k, k, λ(k−2)
2(k−1) ) design, so it is

a (2, 1)-KDP. ⊓⊔
We give (2, 1)-KDPs derived from n-dimensional

affine space AG(n,Fq) over Fq, where n ≥ 2. We
first make a brief introduction of the relevant knowl-
edge of affine space and the specific content can be
found in [4]. Let

Fn
q = {(x1, x2, · · · , xn) : xi ∈ Fq}

be the set of points of AG(n,Fq). Clearly, Fn
q = |qn|.

Fn
q has an n-dimensional vector space structure if for

all (x1, x2, · · · , xn), (y1, y2, · · · , yn) ∈ Fn
q and x ∈

Fq we define

(x1, x2, · · · , xn) + (y1, y2, · · · , yn)

= (x1 + y1, x2 + y2, · · · , xn + yn),

x(x1, x2, · · · , xn) = (xx1, xx2, · · · , xxn).

Let V be an r-dimensional vector subspace of
Fn
q , where 0 ≤ r ≤ n, and let (a1, a2, · · · , an)

be any point of Fn
q . The set of points in the coset

V + (a1, a2, · · · , an) which is defined by

V + (a1, a2, · · · , an) = {(x1, x2, · · · , xn)

+(a1, a2, · · · , an) : (x1, x2, · · · , xn) ∈ V }

is called an affine r-flat, and the dimension of an r-flat
is defined to be r. Clearly, |V + (x1, x2, · · · , xn)| =
|qr|.

In particular, 0-flats are points, 1-flats are lines, 2-
flats are planes, and (n− 1)-flats are hyperplanes. An
r-flat is said to be incident with an s-flat, if the r-flat
contains or is contained in the s-flat. Then the point
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set Fn
q , together with the r-flat (0 ≤ r ≤ n) and the

incidence relation among them defined above called
the n-dimensional affine space over Fq and denoted
by AG(n,Fq).

The following theorem will be used in the later
proof process.

Theorem 21 [15] In AG(n,Fq), the Anzahl theo-
rems as follows.

(1) The number of m-flat in AG(n,Fq) for 0 ≤
m ≤ n, is equal to

qn−m
[ n
m

]
q
,

where
[
n
m

]
q

is called Gaussian coefficient

[ n
m

]
q
=

n∏
i=n−m+1

(qi − 1)

m∏
i=1

(qi − 1)

and agree
[
n
0

]
q
= 1 for all integer n.

(2) The number of k-flat in AG(n,Fq) contained
in a given m-flat for 0 ≤ k ≤ m ≤ n, is equal to

qm−k
[m
k

]
q
.

(3) The number of m-flat in AG(n,Fq) contain-
ing a given k-flat for 0 ≤ k ≤ m ≤ n, is equal to[

n− k

m− k

]
q

.

Example 22 Let n ≥ 2, let X denote the set of points
in AG(n,F2) and B denote the set of hyperplanes in
AG(n,F2), then (X,B) is a (2, 1)-KDP.

Proof: Clearly, (X,B) is resolvable because any sub-
space together with all of its cosets forms a parallel
class. Then we just need to prove that the design is a
BIBD.

According to Theorem 21, the number of points
in AG(n,F2) is equal to

v = 2n
[n
0

]
2
= 2n.

The number of points in AG(n,Fq) contained in a
given (n− 1)-flat is equal to

k = 2n−1

[
n− 1

0

]
2

= 2n−1.

The number of blocks that contain two given points is
the same as the number of (n − 1)-dimensional sub-
space that contain one given line, which equal to

λ =

[
n− 1

n− 2

]
2

= 2n−1 − 1.

Therefore (X,B) is a resolvable (2n, 2n−1, 2n−1−1)-
BIBD and the b = 2(2n − 1) blocks are partitioned
into r = 2n − 1 parallel classes. Hence (X,A) is a
(2, 1)-KDP.

Clearly, the (2, 1)-KDP given above with v nodes
and b = 2(v−1) keys. It’s storage requirements lower
than the trivial distribution system with v nodes and
b = C2

v = v(v−1)
2 keys.

Then we generalize Theorem 20 to get (G, F)-
KDP.

Theorem 23 A resolvable (v, k, λ)-BIBD is a (G, F)-
KDP for given families of privileged subsets G and
forbidden subsets F .

Proof: let v = sk, 1 ≤ t ≤ s. Suppose that a re-
solvable (v, k, λ)-BIBD has r parallel classes denoted
by

Π1 = {B1
1 , · · · , B1

t , B
1
t+1, · · · , B1

s},

· · · · · ·

Πi = {Bi
1, · · · , Bi

t, B
i
t+1, · · · , Bi

s},

· · · · · ·

Πr = {Br
1, · · · , Br

t , B
r
t+1, · · · , Br

s}.

Let i = 1, 2, · · · , r and we select

G = {G|G ∈ 2B
i
1 , G ∈ 2B

i
2 , · · · , or G ∈ 2B

i
t}\{∅},

and

F = {F |F ∈ 2B
i
t+1 , F ∈ 2B

i
t+2 , · · · , or F ∈ 2B

i
s}.

Obviously, for any G ∈ G, F ∈ F , it must
have G ∩ F = ∅, there exists some Bi

j such that
G ⊆ Bi

j (1 ≤ j ≤ t) but F ∩ Bi
j = ∅, it implies

that
{Bi

j | G ⊆ Bi
j , F ∩Bi

j = ∅} ̸= ∅.

According to definition 19, it is easy to see that a re-
solvable (v, k, λ)-BIBD is a (G, F)-KDP for given G
and F . ⊓⊔

The most important problem in our study is con-
structing efficient (G, F)-KDPs (that is, (G, F)-KDPs
with the number of blocks is minimised) for given
families of privileged G and forbidden subsets F . And
Julia Novak raised some questions on this.
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Problem 24 [5] Given a set of points P and families
of non-empty subsets G and F of P , construct an in-
cidence structure K = (P,B, I), such that K is a (G,
F)-KDP and

|B|/|(G,F ) ∈ G × F : G ∩ F = ∅|

is as small as possible.

Problem 25 [5] For a given (G, F)-KDP, K =
(P,B, I), calculate a ”good” lower bound for |B|.

According to this, we discuss the lower bound on
the number of blocks in a general (G, F)-KDP for
given G and F . Let

f(t) =
|B|

|(G,F ) ∈ G × F : G ∩ F = ∅|

=
b

(2k − 1)t · 2k(s− t)

For a (v, k, λ)-BIBD, b and k are constants. It is
easy to verify that the function f(t) obtains the mini-
mum when t(s− t) obtains the maximum.

Additionally, we know a + b ≥ 2
√
ab equivalent

to the inequality

ab ≤ (a+ b)2

4
,

the equality holds when a = b. So f(t) obtains the
minimum, when s− t = t, i.e., t = [ s2 ]. It implies that
the (G, F)-KDP is more efficient where

G = {G|G ∈ 2B
i
1 , G ∈ 2B

i
2 , · · · , orG ∈ 2

Bi
[ s2 ]}\{∅},

and

F = {F |F ∈ 2
Bi

[ s2 ]+1 , F ∈ 2
Bi

[ s2 ]+2 , · · · , orF ∈ 2B
i
s}.

Example 26 Let q be a prime power, 1 ≤ m ≤
n − 1 and n ≥ 2. Let X denote the set of points
in AG(n,Fq) and let B denote the set of m-flats in
AG(n,Fq), then (X,B) is a (G, F)-KDP where G and
F defined as Theorem 23.

Proof: The proof is similar to Example 22, we prove
that (X,B) is a resolvable (qn, qm,

[
n−1
m−1

]
q
)-BIBD

and the b = qn−m
[
n
m

]
q

blocks are partitioned into
r =

[
n
m

]
q

parallel classes. Therefore, (X,B) is a (G,
F)-KDP. And the (G, F)-KDP is more efficient when
t = [ q

n−m

2 ].

4 Constructions of resolvable de-
signs

Next we will give some constructions of resolvable
designs with qn (n ≥ 2) points, where n is a integer,
we begin with n = 2.

Construction 1 Consider a prime number q and
denote the elements of Fq by 1, 2, · · · , q. Let

X = Fq × Fq = {(x, y)|x, y ∈ Fq}.

For convenience let axy represent the point (x, y),
then consider the following steps.

Step 1 Arrange the q2 points in a q × q matrix
according to the column order, we obtain

Π0 =


a11 a12 a13 · · · a1q
a21 a22 a23 · · · a2q
a31 a32 a33 · · · a3q

...
...

...
...

aq1 aq2 aq3 · · · aqq

 .

Regarding every row of matrix Π0 as a block, we ob-
tain q blocks as follows

B0
j = {aj1, aj2, · · · , ajq} (1 ≤ j ≤ q).

Obviously,

X =

q∪
j=1

B0
j ,

it means that B0
j (1 ≤ j ≤ q) can be regard as a

parallel class and denote it by

Σ0 = {B0
j | 1 ≤ j ≤ q}.

Step 2 For the q × q matrix Π0, we define the
sequence of elements

a11, a22, a33, · · · , aqq

as the main diagonal or the 0-th diagonal of matrix
Π0. Let 1 ≤ i ≤ q − 1, then the sequence of elements

ai+1,1, ai+2,2, ai+3,3, · · · , ai,q

as the i-th diagonal of matrix Π0.
Construct new q× q matrices Πr (1 ≤ r ≤ q− 1)

and let 0 ≤ i ≤ q − 1. Taking the elements of the
i-th diagonal of matrix Πr−1 as the (i + 1)-th row of
matrix Πr. For every Πr, repeat the process in Step 1,
we obtain (q − 1) parallel classes

Σr (1 ≤ r ≤ q − 1) = {Br
j | 1 ≤ j ≤ q}.
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Step 3 Finally, arrange the q2 points in a q × q
matrix according to the row order, we obtain

Πq =


a11 a21 a31 · · · aq1
a12 a22 a32 · · · aq2
a13 a23 a33 · · · aq3

...
...

...
...

a1q a2q a3q · · · aqq

 .

By the same method as Step 1, we obtain a parallel
class

Σq = {Bq
j | 1 ≤ j ≤ q},

where

Bq
j = {a1j , a2j , · · · , aqj} (1 ≤ j ≤ q).

Thus we obtain (q + 1) parallel classes.

Theorem 27 Construction 1 gives a (q2, q, 1)-
ARBIBD.

Proof: From our construction, it is easy to see |X| =
q2. Each block contains q points, so k = q. Ev-
ery pair of distinct points (x, y), (m,n), where 1 ≤
x, y,m, n ≤ q contained exactly one block, so it is
a BIBD. Let B be the block set, each parallel class
Σi (0 ≤ r ≤ q) contains q blocks, so the total number
of blocks in B is b = q(q+1) such that b = v+ r−1.
Hence (X,B) is a (q2, q, 1)-ARBIBD. ⊓⊔

Corollary 28 There exists a (qn, q
n
2 , 1)-ARBIB D,

where 2|n.

Proof: Consider a prime number q and denote the
elements of F

q
n
2

by 1, · · · , q, q + 1, · · · , q
n
2 . Let

X = F
q
n
2
× F

q
n
2
= {(x, y)|x, y ∈ F

q
n
2
}.

Clearly, |X| = qn. Arrange the qn points in a q
n
2 ×q

n
2

matrix and process the matrix with the same method
as Construction 1, we can get (q

n
2 +1) parallel classes.

Additionally, each parallel class contains q
n
2 blocks,

every block has q
n
2 points, the total number of blocks

is b = q
n
2 (q

n
2 + 1) such that b = v + r − 1, so there

exists a (qn, q
n
2 , 1)-ARBIBD. ⊓⊔

Example 29 Let q = 5.
By step 1, we get a 5× 5 matrix

Π0 =


a11 a12 a13 a14 a15
a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
a41 a42 a43 a44 a45
a51 a52 a53 a54 a55

 .

By step 2, we get Πi(1 ≤ i ≤ 4) as follows.

Π1 =


a11 a22 a33 a44 a55
a21 a32 a43 a54 a15
a31 a42 a53 a14 a25
a41 a52 a13 a24 a35
a51 a12 a23 a34 a45

 ,

Π2 =


a11 a32 a53 a24 a45
a21 a42 a13 a34 a55
a31 a52 a23 a44 a15
a41 a12 a33 a54 a25
a51 a22 a43 a14 a35

 ,

Π3 =


a11 a42 a23 a54 a35
a21 a52 a33 a14 a45
a31 a12 a43 a24 a55
a41 a22 a53 a34 a15
a51 a32 a13 a44 a25

 ,

Π4 =


a11 a52 a43 a34 a25
a21 a12 a53 a44 a35
a31 a22 a13 a54 a45
a41 a32 a23 a14 a55
a51 a42 a33 a24 a15

 .

By step 3, we get Π5 as follows.

Π5 =


a11 a21 a31 a41 a51
a12 a22 a32 a42 a52
a13 a23 a33 a43 a53
a14 a24 a43 a44 a54
a15 a25 a53 a45 a55



Then we generalize Construction 1 to get a con-
struction of resolvable designs with q3 points, that is,
(q3, q, 1)-RBIBD.

Construction 2 Consider a prime number q and
denote the elements of Fqi by 1, · · · , q, q + 1, · · · , qi,
where i = 1, 2. Let

X = Fq2 × Fq = {(x, y)| x ∈ Fq2 , y ∈ Fq}.

Similarly, let axy represent the point (x, y), then con-
sider the following steps.

Step 1 Arrange the q3 points in a q2 × q matrix
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according to the column order, we obtain

Π0 =



a11 · · · a1q
...

...
aq1 · · · aqq

aq+1,1 · · · aq+1,q
...

...
a2q,1 · · · a2q,q

...
...

...
...

a(q−1)q,1 · · · a(q−1)q,q
...

...
aq2,1 · · · aq2,q



.

By the same method as Construction 1, we can get a
parallel class

Σ0 = {B0
j | 1 ≤ j ≤ q2},

where

B0
j = {aj1, aj2, · · · , ajq} (1 ≤ j ≤ q2),

and

X =

q2∪
j=1

B0
j .

Step 2 For the q2 × q matrix Π0, let 1 ≤ i ≤ q2,
we define the sequence of elements

ai,1, ai+1,2, · · · , ai+q−2,q−1, ai+q−1,q

as the i-th skew of matrix Π0.
Construct new q2 × q matrices Πr (1 ≤ r ≤ q2 −

1) and let 1 ≤ i ≤ q2. Taking the elements of the
i-th skew of matrix Πr−1 as the i-th row of matrix Πr.
For every Πr, repeat the process in Step 1, we obtain
q2 − 1 parallel classes

Σr (1 ≤ r ≤ q2 − 1) = {Br
j | 1 ≤ j ≤ q}.

Step 3 Finally, arrange the q3 points in a q2 × q

matrix according to the row order, we obtain

Π
′
=



a11 · · · aq1
...

...
aq2−q+1,1 · · · aq2,1

a12 · · · aq2
...

...
aq2−q+1,2 · · · aq2,2

...
...

...
...

a1q · · · aqq
...

...
aq2−q+1,q · · · aq2,q



.

Then partition Π
′

into q matrices Ai (1 ≤ i ≤ q), we
obtain

Π
′
=



A
(q×q)
1

A
(q×q)
2
...

...

A
(q×q)
q


.

where Ai (1 ≤ i ≤ q) are q × q matrices and

Ai =


a1i a2i · · · aqi

aq+1,i aq+2,i · · · a2q,i
...

...
...

aq2−q+1,i aq2−q+2,i · · · aq2,i

 .

Clearly, all Ai (1 ≤ i ≤ q) have q2 elements (points)
arranged in a q × q matrix, then we consider the steps
of Construction 1 to all Ai at the same time, we can
get (q+1) parallel classes. Thus we obtain (q2+q+1)
parallel classes.

Theorem 30 Construction 2 gives a (q3, q, 1)-
RBIBD.

Proof: The proof of Construction 2 is a BIBD is sim-
ilar to Theorem 4.1. Then let B be the block set, from
our construction, we obtain (q2+q+1) parallel classes
and each parallel class contains q2 blocks, so the total
number of blocks is b = q2(q2 + q + 1). So (X,B) is
a (q3, q, 1)-RBIBD. ⊓⊔
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Corollary 31 There exists a (qn, q
n
3 , 1)-RBIBD,

where 3|n.

Proof: Consider a prime number q and denote the
elements of Fqi by 1, · · · , q, q + 1, · · · , qi, where i =
n
3 ,

2n
3 . Let

X = F
q
2n
3
× F

q
n
3
= {(x, y)| x ∈ F

q
2n
3
, y ∈ F

q
n
3
}.

Clearly, |X| = qn. Arrange the qn points in a q
2n
3 ×q

n
3

matrix and process the matrix with the same method
as Construction 2, we can get (q

2n
3 + q

n
3 +1) parallel

classes. Additionally, each parallel class contains q
2n
3

blocks, every block has q
n
3 points, the total number of

blocks is b = q
2n
3 (q

2n
3 + q

n
3 + 1), so there exists a

(qn, q
n
3 , 1)-RBIBD. ⊓⊔

Theorem 32 There exists (qn, q, 1)-RBIBD for all in-
tegers n ≥ 2.

Proof: We prove the statement using mathematical
induction.

Base case When n = 2, we proved Construction
1 is a (q2, q, 1)-ARBIBD.

When n = 3, we proved Construction
2 is a (q3, q, 1)-RBIBD.

Induction step Let k be a positive integer and
suppose the statement holds for n = k. Then con-
sider the case n = k + 1 and consider the following
steps.

(1) Consider a prime number q and denote the
elements of Fqi by 1, · · · , q, q + 1, · · · , qi, where i =
1, k. Let

X = Fqk × Fq = {(x, y)| x ∈ Fqk , y ∈ Fq}.

Obviously, |X| = qk+1. Then arrange the qk+1 points
in a qk × q matrix according to the column order, we
obtain

Π0 =



a11 · · · a1q
...

...
aqk−1,1 · · · aqk−1,q

aqk−1+1,1 · · · aqk−1+1,q
...

...
a2qk−1,1 · · · a2qk−1,q

...
...

...
...

a(q−1)qk−1+1,1 · · · a(q−1)qk−1+1,q
...

...
aqk,1 · · · aqk,q



.

By the same method as Construction 1, we can get a
parallel class

Σ0 = {B0
j | 1 ≤ j ≤ qk−1},

where

B0
j = {aj1, aj2, · · · , ajq} (1 ≤ j ≤ qk).

and

X =

qk∪
j=1

B0
j .

(2) Construct new qk−1×q matrices Πr (1 ≤ r ≤
qk − 1) and let 1 ≤ i ≤ qk−1. Taking the elements of
the i-th skew of matrix Πr−1 as the i-th row of matrix
Πr. For every Πr, repeat the process in (1), we obtain
(qk−1 − 1) parallel classes

Σr(1 ≤ r ≤ qk−1 − 1) = {Br
j | 1 ≤ j ≤ q}.

(3) By the above assumption, there exists a
(qk, q, 1)-RBIBD. It implies that arrange qk points in
a qk−1 × q matrix, by the same method as Construc-
tion 2, we can get (qk−1 + qk−2 + · · · + 1) parallel
classes, each parallel class contains qk−1 blocks, and
every block has q points. Then partition Π0 into q ma-
trices Ai (1 ≤ i ≤ q), we obtain

Π0 =



A
(qk−1×q)
1

A
(qk−1×q)
2

...

...

A
(qk−1×q)
q


,

where Ai (1 ≤ i ≤ q) are qk−1 × q matrices and

Ai =



a(i−1)qk−1+1,1 · · · a(i−1)qk−1+1,q
...

...
a(i−1)qk−1+q,1 · · · a(i−1)qk−1+q,q

...
...

...
...

aiqk−1−q+1,1 · · · aiqk−1−q+1,q
...

...
aiqk−1,1 · · · aiqk−1,q


.

Clearly, all Ai (1 ≤ i ≤ q) have qk elements (points),
then arrange the qk points in a qk−1 × q matrix differ-
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ent from Ai, and denote them by

A
′
i =



a(i−1)qk−1+1,1 · · · a(i−1)qk−1+q,1
...

...
aiqk−1−q+1,1 · · · aiqk−1,1

...
...

...
...

a(i−1)qk−1+1,q · · · a(i−1)qk−1+q,q
...

...
aiqk−1−q+1,q · · · aiqk−1,q


.

We process all Ai (1 ≤ i ≤ q) at the same time, then
we can get (qk−1 + qk−2 + · · · + 1) parallel classes.
Thus we obtain (qk + qk−1 + · · · + q + 1) parallel
classes.

From our construction, it is clear that |X| = qk+1.
Each block contains q points, so k

′
= q. Every

pair of distinct points contained exactly one block,
so there exists a (qk+1, q, 1)-RBIBD. Hence the state-
ment holds for n = k + 1.

By the principle of induction, there exists a
(qn, q, 1)-RBIBD for all integers n ≥ 2. ⊓⊔

Corollary 33 There exists a (qn, q
n
m , 1)-RBIBD,

where m be a positive integer and m|n.

Proof: Consider a prime number q and denote the
elements of Fqi by 1, · · · , q, q + 1, · · · , qi, where i =
n
m , n− n

m . Let

X = F
qn− n

m
×F

q
n
m

= {(x, y)| x ∈ F
qn− n

m
, y ∈ F

q
n
m
}.

Clearly, |X| = qn. Arrange the qn points in a
qn−

n
m × q

n
m matrix and process the matrix with the

same method as Theorem 4.3, we can get (qn−
n
m +

qn−
2n
m + · · · + 1) parallel classes. Additionally,

each parallel class contains qn−
n
m blocks, every block

has q
n
m points, the total number of blocks is b =

qn−
n
m (qn−

n
m + qn−

2n
m + · · · + 1), so there exists a

(qn, q
n
m , 1)-RBIBD. ⊓⊔

5 Conclusion
The key point in this paper is that we discuss the rela-
tion between resolvable design and KDP, then convert
the construction of KDP into the construction of re-
solvable design which easier to construct. Fundamen-
tal questions arising out of this work, such as finding
the lower bound on the number of blocks b that holds
for resolvable design and construct ”good” and effi-
cient (G, F)-KDP associating with practical applica-
tions.
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